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The brain is arguably one of the most complex systems ever studied by science. Major insights 
and constraints about brain function can be obtained from lesion studies as well as behavioral 
studies (Finger, 2000). Yet, ultimately, a mechanistic understanding of the computations that 
underlie cognition requires speaking and interpreting the language of the brain: spikes (Rieke 
et al., 1997; Kreiman, 2004; Koch, 2005). To understand how our cognition is implemented, we 
need to investigate the human brain from the inside.

Significant advances in our characterization of neurons and neuronal circuits came about with 
the advent of techniques to “listen to” spikes (Adrian, 1926; Hubel & Wiesel, 1998). Most of 
the efforts to examine the activity of neurons have focused on studies in animal models given 
the difficulties inherent in invasive studies of the human brain. Yet, even from the early days of 
neurophysiology, neurosurgeons became interested in exploring neuronal function in the human 
brain (see chapters 2 and 3).

Earlier chapters have documented the potential and insights derived from recording neuronal 
activity in the human brain in a variety of domains. Invasive studies of the human brain can 
transform our understanding of human cognition at a mechanistic level and can also help us 
better understand and treat neurological disorders including epilepsy, Parkinson’s disease, 
Alzheimer’s disease, and other cognitive and motor disorders.

Here we would like to suggest possible areas of investigation in the field that may provide 
significant insights during the next decade and beyond. While many of the discussion here will 
take a speculative tone, we hope that these notes will help inspire the next generation of research-
ers to push the frontiers of knowledge. The discussion here does not aim to be exhaustive in any 
way: We hope to be at least partly wrong and be surprised by exciting new unforeseen discover-
ies. We somewhat arbitrarily divide these future directions into ten different but overlapping 
themes.

Learning and Memory, Time Travel

Many of the depth electrode cases in epileptic patients target the medial temporal lobe  
(MTL) including the hippocampus and surrounding structures. These regions provide a unique 
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opportunity to further our understanding of the neuronal circuits and mechanisms that underlie 
learning and the conversion of short-term to long-term memories (see chapters 7–9).

Studying the human brain can provide glimpses into aspects of episodic memory that are not 
easily amenable to exploration in animal models. It has been argued that sophisticated forms of 
episodic memory are unique to humans and can thus only be studied in humans (Tulving, 2002; 
Hampton & Schwartz, 2004). Different timescales of memory formation have been described at 
the neuronal level; it will be interesting and important to examine whether and how these dif-
ferent temporal scales are encoded in MTL neurons. Work in rodents has largely focused on 
spatial learning. It is conceivable that these spatial navigation studies constitute an example of 
a more generic mechanism for associations. Further strengthening the links between rodent/
macaque neurophysiological studies and human studies can prove fruitful to investigators 
working with all models.

It has remained very difficult to directly link the mechanisms of synaptic plasticity to memo-
ries (Martin et al., 2000). This is in part due to the difficulty of testing for the presence of a 
memory without being able to directly query subjects on the content of their memory. Human 
experiments offer the unique opportunity to make a contribution toward our understanding of 
which neuronal mechanisms support memories. This is particularly the case for remote memories 
(Frankland & Bontempi, 2005; Squire & Bayley, 2007). We are able to recall memories that 
were established years or even decades ago, but the processes by which such remote call works 
remain largely unknown. Furthermore, our ability to imagine ourselves in a future scenario and 
time travel into an imagined future may also be dependent on MTL machinery (Nyberg et al., 
2010; Addis et al., 2011). Thus, working at the single neuron level with human patients who can 
time travel from their distant past into a potential future and report their experiences can provide 
rare insights into these uniquely human conditions.

Work with human patients offers the opportunity to directly query subjects about memories 
form many years ago. Additionally, emotions are likely to play a key role in memory formation 
(chapter 13; Cahill et al., 1995; Fanselow & Gale, 2003; Phelps, 2004). The relationship between 
emotional processing and memory formation has been only poorly studied in the human brain 
(see discussion below).

Recently, a few studies have suggested that it may be possible to enhance memory formation 
through electrical stimulation of sites in the MTL or sites outside the temporal lobe sites con-
nected to it (Laxton et al., 2010; Suthana et al., 2012) or through pharmacological interventions 
(Bentley et al., 2011). Future studies are needed to further our understanding of how such inter-
ventions work to enhance learning and memory.

Emotions

Another area within the MTL that is often targeted in depth electrode implantation cases is the 
amygdala. Significant evidence from lesion studies and animal studies suggests that this large 
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structure plays a critical role in processing emotions (see chapter 13). Certain aspects of  
emotional processing have been examined in animal models, particularly using behavioral para-
digms such as fear conditioning. The repertoire and depth of emotions that can be studied in 
animal models is limited. The study of emotions constitutes a prime example where single 
neuron recordings in the human brain can lead us to uncover a representation that is extremely 
difficult to investigate with other methods and models. Important initial steps in this direction 
were described in chapter 13.

The amygdala is a very large structure; at the anatomical level it is composed of multiple 
different nuclei. Some of these nuclei are distinct in terms of their input and output. It is tempt-
ing to speculate that these different nuclei will manifest differential responses to different aspects 
of emotional processing, a topic that has received little attention. The large repertoire of emo-
tions that humans are sensitive to has seen only preliminary investigations and deserves further 
scrutiny. Perhaps there exists a functional subdivision of different types of emotions encoded in 
different substructures, although this is an admittedly oversimplified hypothesis.

There is a significant overlap in the patient population between autism spectrum disorders 
(ASDs) and epilepsy. A behavioral hallmark of ASD involves difficulties in social interactions 
including interpreting and expressing emotions. It has proven remarkably difficult to identify 
animal models that express the behavioral anomalies of ASD patients. Investigating the neuro-
physiological properties of neurons in the amygdala in ASD patients can yield significant 
advances toward a mechanistic understanding of the elusive nature of ASD.

Additionally the role of the amygdala in posttraumatic stress disorder has been a topic of 
considerable investigation (Ursano et al., 2010). Studies in the human amygdala using recording 
and stimulation paradigms may add invaluable data with potential implications for the treatment 
of this disorder.

Language and Communication

Beyond memory and emotions, several aspects of cognitive science lend themselves to investiga-
tion in humans. One such example is language (e.g., see chapter 14). Language, at least in the 
forms typically discussed within the cognitive science literature, is specific to humans. Temporal 
dynamics play a central role in language generation and understanding, making it difficult to 
study with techniques that have poor spatial and/or temporal resolution.

Uncovering the neural code underlying language is particularly difficult as there is no good 
animal neurophysiology to build upon. Recent work by Tankus et al. (2012) reports on a highly 
structured neuronal encoding of vowel articulation. In medial–frontal neurons, highly specific 
tuning to individual vowels was found, whereas in superior temporal gyrus, neurons had non-
specific, sinusoidally modulated tuning (analogous to motor cortical directional tuning). At the 
neuronal population level, a decoding analysis revealed that the underlying structure of vowel 
encoding corresponded to the anatomical basis of articulatory movements. This structured  
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encoding enabled accurate decoding of volitional speech segments and could thus potentially be 
applied in the development of brain–machine interfaces for restoring speech in paralyzed indi-
viduals (Tankus et al., 2012).

Another example involves the extrapolation of mirror neurons from nonhuman primates to 
humans. Indeed, single neuron work may shed light on this system, which appears to be quite 
spread out in human cortex (Mukamel et al., 2010).

Free Will

A particularly intriguing aspect of decision making involves those situations where choices are 
made volitionally as opposed to being triggered by external inputs. We have a strong subjective 
feeling that we are free agents owning our destinies. The notion of free will has been debated 
for millennia and is at the heart of our very essence of self (Haggard, 2008). Our legal system 
is based on the assumption of the existence of free will (Cashmore, 2010). Our daily actions 
depend on how we interpret free will. Yet, ultimately, our volitional decisions must be encoded 
by neurons in our brains. When, how, and with which neurons volitional decisions are orches-
trated remains a daunting and elusive problem (see initial steps and discussion in chapter 8). 
Intriguing and heroic efforts have been made to characterize neuronal signatures preceding 
volitional movements in animal models, but it remains quite difficult to interpret the animals’ 
notion of self and will. How free will relates to different brain structures has received significant 
attention in neurological studies as well as noninvasive scalp EEG studies (e.g., the Bereitschaft-
spotential and its modulations). In comparison, there has been minimal work at the neuronal 
circuit level in the human brain. Experiments in humans (Fried et al., 1991; Fried et al., 2011) 
offer a unique opportunity to interrogate the neuronal circuits and mechanisms underlying free 
will because tasks can be designed in which subjects make voluntary decisions and because we 
can control external variables and have some degree of access to subjective decisions. An intrigu-
ing question involves whether there is a “point of no return” in voluntary decisions. In a rather 
simplistic model, one could conceive of a hierarchical chain of commands ranging from the 
initial will all the way to the implementation at the level of motor neurons and muscles. What 
aspects or processes within this dynamical chain can be interrupted and which ones cannot be 
interrupted may shed light on the elusive and fascinating circuitry that can implement the most 
capricious of cognitive phenomena. Experimental paradigms that utilize real-time processing to 
visualize internal thought processes are powerful tools that will likely be instrumental in teasing 
apart the architecture of voluntary decisions (see chapters 6 and 8).

Consciousness

Free will is but one aspect of the general problem of finding the neuronal correlates of conscious-
ness (chapters 8 and 11 in this volume; Koch, 2005). The study of animal models has made 
tremendous contributions to help formulate questions about how the contents of consciousness 
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are represented in a rigorous fashion amenable to scientific investigation. At the same time, the 
lack of subjective reports leads to restricting ourselves to experimental paradigms that require 
careful quantification of behavior and extensive training. While we certainly need to continue 
with experiments in animal models, there is always the lingering question about the extent to 
which animals solve the tasks in the same way that we do or experience the same sensations 
upon presentation of the same stimulus.

Human neurophysiological recordings can provide a bridge between noninvasive measure-
ments in humans and more invasive studies in animal models. So far, this field has been largely 
focusing on experiments that parallel research efforts in animal models. Experiments have been 
conducted in which the same stimulus in some cases leads to conscious experience and in other 
instances doesn’t (e.g., binocular rivalry; see chapter 8). Investigators then correlate single 
neuron activity with conscious experience. Multiple (speculative) discussions about the repre-
sentation of consciousness have argued that consciousness is the consequence of interactions 
between multiple brain areas. These putative interactions have been poorly explored in human 
neurophysiology. While in some cases, the small number of electrodes and limited sampling 
might make it difficult to systematically examine such interactions, it still seems that examining 
interactions across units, or coherence between unit activity and local field potential (LFP) activ-
ity in different areas (e.g., Womelsdorf et al., 2007) and coupled with subjective report of con-
scious human subjects, may provide unique insights.

Sleep

Overnight recordings offer a rich data set that allows investigators to delve into the fascinating 
and often-mysterious patterns of brain activity during sleep (see chapter 10). Many efforts have 
centered on characterizing firing rates, synchronization, and other activity patterns during each 
of the different sleep stages and during events defined by large-scale recordings such as spindles 
or K-complexes.

A fascinating and largely unexplored aspect of sleep involves dreams. Recently, a functional 
imaging study took initial steps in an effort to decode brain activity during dreams (Horikawa 
et al., 2013). While the elusive nature of dreams has always made them difficult to study, one 
would hope that the resolution of single unit studies may shed light on how neurons represent 
the contents of dreams. Furthering our understanding of brain activity during dreams may have 
important implications not only for addressing this age-old dilemma but also for elucidating the 
neural correlates of consciousness and memory recall.

There is ample evidence that multiple tasks show sleep-dependent enhancement (Stickgold, 
2005). The interactions between memory formation and sleep have been investigated in rodents, 
where it has been shown that hippocampal neuron ensembles replay activity patterns that 
occurred during the awake experience (see Wilson & McNaughton, 1994, and multiple more 
recent efforts that have extended those discoveries and reported a wide variety of replay phe-
nomena). Replay of neuronal activity patterns still remains to be demonstrated in the human 
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hippocampus. Additionally, the relative easiness with which behavior can be examined in humans 
may pave the ways to a systematic investigation of the relationship between MTL activity during 
sleep and learning.

Epilepsy

The need to understand the mystery of the human brain is in itself one of the ultimate challenges 
of science. Yet, this need is largely driven by the goal of providing therapies for the variety of 
devastating neurological diseases including epilepsy, stroke, movement disorders such as Par-
kinson’s disease, and Alzheimer’s disease and other dementias. This goal is present and clear 
especially in the clinical situations that provide unique data, such as in single neuron recordings 
in humans, which are performed only in settings of neurological disorders.

In spite of significant progress in our understanding of the origins and mechanisms that give 
rise to epilepsy, 20–40% of patients with epilepsy remain medically refractory (Engel et al., 
2012). Advances in drug development might help reduce, or hopefully one day even eliminate, 
the number of patients with pharmacologically intractable seizures. In the meantime, two ongoing 
efforts might make significant strides to reduce or eliminate seizures.

One of these involves using invasive devices to detect or even predict seizures in real time 
and then using electrical or pharmaceutical stimulation methods to stop the seizures (Sun et al., 
2008; Morrell and the RNS System in Epilepsy Study Group, 2011). While there has been sig-
nificant progress in seizure detection algorithms, seizure prediction remains a daunting problem 
(Mormann et al., 2007). Recently, encouraging evidence from a prospective long-term trial has 
been reported (Cook et al., 2013).

The higher spatial resolution of single neuron recordings could potentially provide key missing 
circuit-level constraints to improve seizure prediction. We expect to see major advances in this 
field in the next several years.

In refractory cases where invasive intervention is an option (Engel et al., 2012), we expect 
that the higher resolution of microelectrode recordings (single unit or localized field potentials) 
may help guide and improve the surgical approaches (Schevon et al., 2008; Stead et al., 2010; 
Truccolo et al., 2011; Alarcon et al., 2012; Bower et al., 2012; Schevon et al., 2012; Valdez  
et al., 2012; Mormann & Jefferys, 2013). While these and similar studies demonstrate correla-
tions between single cell properties and later focal seizure onset location, whether these methods 
are useful to predict the seizure onset zone has not been tested so far in a rigorous blinded study 
(see discussions in chapter 18). It may be possible in the future to further delimit the boundaries 
of the epileptogenic areas, thus leading the way to smaller, more focal surgical resections in 
treatment of pharmacologically resistant epilepsy. This may help reduce potential cognitive 
deficits that could be associated with larger resections.

Single neuron studies could potentially be useful not only in delineating where seizures origi-
nate but also in determining whether nonepileptogenic tissue is sufficiently functional. This is 
of high clinical interest, as the functionality of resected areas needs to be supported by the tissue 
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that remains. Most often this is assessed with limited spatial resolution using the Wada test (also 
called the intracarotid sodium amobarbital procedure), but alternatives or additional supporting 
tests are an active research topic and include functional neuroimaging mapping techniques. As 
an example for a different possible approach using neuronal recordings, novelty-sensitive neurons 
within the MTL exhibit differential sensitivity in putative epileptogenic versus nonepileptogenic 
areas (see chapter 7 and figure 11 in Rutishauser et al., 2008). This suggests that the extent of 
novelty sensitivity of MTL neurons might serve as an indicator for which part of the MTL is 
functional, a hypothesis that remains to be tested directly but that is supported by lesion studies 
(Knight, 1996).

Additionally, the combination of single neuron recordings and field potential recordings may 
shed light on the elusive nature of interictal discharges and high-frequency oscillations (Engel 
& da Silva, 2012; Jacobs et al., 2012; see also chapter 18). Understanding the nature and origin 
of these discharges might help localize epileptic activity as well as its propagation in the brain.

Brain tissue that results from removal of the putative epileptic focus can be utilized to perform 
in vitro experiments that permit intracellular or molecular work not possible in vivo (Williamson 
et al., 1993; Kohling et al., 1999; Kohling & Avoli, 2006). Such tissue can exhibit epileptic 
phenomena such as interictal sharp waves (see chapter 18). This tissue offers the unique oppor-
tunity to use standard laboratory techniques such as the whole-cell patch clamp to record from 
human neurons. This can be used to test anti-epileptic drugs as well as to test hypothesis on 
abnormal network organization. While rarely utilized at present, we expect significance advances 
in the future that will utilize such tissue.

Deep Brain Stimulation

Deep brain stimulation (DBS) has become part of the tool arsenal to treat a variety of motor 
disorders (see chapters 17 and 18). The placement of DBS electrodes for therapeutic ends has 
also been a source of single and multiunit activity data, as recordings of these units has often 
been an integral part of the identification of optimal therapeutic targets (Engel et al., 2005). 
Additionally, a number of intriguing and potentially transformative applications of DBS are 
currently under intense investigation. One such application involves attempts to enhance learning 
and memory formation in Alzheimer’s patients via bilateral fornix DBS (Laxton et al., 2010; 
Laxton and Lozano, 2012). Other work has shown that DBS applied to entorhinal cortex at the 
time of learning can enhance spatial memory (Suthana et al., 2012). Other interesting applica-
tions of DBS involve the treatment of epilepsy as well as several psychiatric disorders such as 
obsessive– compulsive disorder and major depression (Anderson & Lenz, 2009), also part of an 
ongoing clinical trial.

Treatment of movement disorders—principally Parkinson’s disease (PD), dystonia, and essen-
tial tremor—with implantation of chronic DBS electrodes is often highly effective and is per-
formed routinely (Hariz, 2012; Lozano & Lipsman, 2013). However, the mechanism by which 
stimulation acts is poorly understood, and it is unclear why in some cases DBS works almost 
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instantaneously (such as subthalamic nucleus stimulation for PD) whereas in others the latency 
to effectiveness can be very long (such as globus pallidus interna stimulation for dystonia). Also, 
there is considerable debate about the appropriate target structures as well as whether the primary 
treatment effect is due to stimulation or inhibition of cell bodies or fibers of passage. While 
effective, DBS treatment can also result in severe side effects. Better understanding of the 
mechanism and targeting of DBS is expected to significantly enhance treatment effectiveness 
while at the same time minimizing side effects.

Target structures are frequently identified by intraoperative microelectrode recordings (see 
chapters 15 and 16). These recordings can be performed anywhere along the track to the target 
structure, thus providing access to a number of areas within the basal ganglia, striatum, and 
thalamus. This technique has already revealed numerous features of both normal and abnormal 
function (see chapters 12, 15, and 16). Microelectrode recordings, potentially combined with 
subdural intracranial field potential recordings during DBS placement (Crowell et al., 2012), 
offer an exciting opportunity to record from brain areas impacted in movement disorders. Dif-
ferent movement disorders have fundamentally different underlying disease mechanisms (i.e., 
PD vs. dystonia), meaning that the different patient populations can serve as controls for each 
other. This enables investigation of disease-specific effects otherwise not possible (see de Hemp-
tinne et al., 2013, for an example of this approach). Additionally, it should be possible to 
combine neuronal recordings in closed-loop systems, with real-time data analyses and electrical 
stimulation in different locations, timings, and frequencies dictated by actual physiological 
variables.

Motor Prostheses

The last decade has seen astounding progress toward developing neural prosthetic devices that 
can interact with the human brain to restore motor capabilities to quadriplegic patients (e.g., 
Carmena et al., 2003; Musallam et al., 2004; Schwartz, 2004; Hochberg et al., 2012, reviewed 
in chapter 17). The synergistic work across investigations in monkeys and humans can lead to 
important progress in these devices. Despite the advances, these devices remain under investi-
gational inquiry and have not yet reached clinical use. Widespread adoption is held back due to 
factors such as limited repertoire of motor capabilities achieved, limited electrode lifetimes, 
clunky wires and connections, neurosurgical risk and complexity, and so forth.

Researchers are working diligently to address each of these limitations. It is conceivable that 
a combination of more electrodes, a better understanding of the encoding of motor signals, and 
exploitation of the remarkable plasticity of brain circuits may lead to an increased repertoire of 
motor abilities. Increasing the longevity of implanted devices with more robust electrode designs 
or with algorithms that use LFPs in addition to spiking activity could minimize and eventually 
obviate the need for periodic invasive surgery to replace the electrodes. The development of 
wireless and subcutaneous fiber optic technologies to transmit the signals to end effectors  
could minimize infection risk and further provide the patient with an outward appearance  
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indistinguishable from that of a healthy control subject. Emerging neurotechnologies might 
dramatically reduce the cost and complexity of surgically placing the electrodes.

While considerable work has been done toward upper limb prostheses, we might also see 
clinical trials of lower limb prostheses in the form of brain-controlled exoskeleton devices. Such 
devices may come to incorporate sensory feedback to improve the capabilities of the exoskeleton. 
Thus, hitherto fantastical science-fiction creations such as Luke Skywalker’s prosthetic arm in 
Star Wars may become reality for the benefit of amputees or paralyzed patients.

Neurotechnology

New technologies often open doors to examine phenomena in a different way. The rapid pace 
of progress in the development of neurotechnologies to examine brain function can have tre-
mendous impact in how we invasively investigate the human brain. We foresee progress on 
several fronts here, including the following:

1. Further development of techniques to process and decode data in real time This was briefly 
discussed in chapter 6. Real-time experiments may permit a level of interaction with patients 
not possible with offline studies. Real-time data processing may transform experiments as well 
as provide new solutions to clinical challenges as noted above (in the “Epilepsy,” “Deep Brain 
Stimulation,” and “Motor Prostheses” sections).
2. Wireless transmission Wireless transmission of signals may help alleviate cumbersome 
cables, provide more mobility to the patients, and reduce the risk of infections.
3. Better signal isolation Single unit isolation is always challenging, and overcoming noise is 
a perennial theme in human neurophysiological recordings.
4. Novel types of electrodes While it is often difficult to evaluate new electrodes in human 
recordings, several new types of technologies are being examined in animal models, and the 
knowledge from animal neurophysiology may be translated to human neurophysiology.
5. Microdialysis combined with neurophysiology Intriguing and promising initial observations 
were made upon combining microdialysis and electrode recordings (Fried et al., 1999; Blouin 
et al., 2013). While these efforts are not devoid of challenges, they may open the opportunity 
for direct interrogation of neuronal activity in the context of the surrounding chemical milieu 
and eventually, in the future, local application of different drugs.
6. Brain–machine interfaces Prosthetic devices for motor applications have been at the center 
of investigational efforts as these have a very clear and attainable use in neurological patients 
inflicted with paralysis such as in spinal cord injury, amyotrophic lateral sclerosis, and traumatic 
injuries (see the “Motor Prostheses” section above). Yet, the ability to directly interface the brain 
with the environment may be utilized to enhance other brain functions in different patient popu-
lations. Speech neuroprosthetic devices may be developed based on deciphering the neural code 
governing speech. For example, single neuron studies in humans uncovered a neural code for 
vowels involving different coding scheme in medial frontal and superior temporal regions 
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(Tankus et al., 2012). Yet, this is only a first step, and more complex schemes may yet be dis-
covered by direct recordings from the human brain. For example, a neural code for images of 
specific individuals was used by Cerf et al. (2010) to construct a four-neuron brain–machine 
interface (see chapter 11). Initial experiments have already shown that electrical stimulation with 
DBS is capable of enhancing human memory (Laxton et al., 2010; Suthana et al., 2012) in some 
situations. Going even further, others have proposed to replace entire brain structures such as 
the hippocampus with electronic chips (Berger et al., 2005). The intention is to replicate the 
function of a brain structure such that, for example, a hippocampus damaged by seizures can be 
replaced to reestablish normal function.

References

Addis, D. R., Cheng, T., Roberts, R. P., & Schacter, D. L. (2011). Hippocampal contributions to the episodic simulation 
of specific and general future events. Hippocampus, 21, 1045–1052.

Adrian, E. (1926). The impulses produced by sensory nerve endings: II. The response of a single end-organ. Journal of 
Physiology, 61, 151–171.

Alarcon, G., Martinez, J., Kerai, S. V., Lacruz, M. E., Quiroga, R. Q., Selway, R. P., et al. (2012). In vivo neuronal firing 
patterns during human epileptiform discharges replicated by electrical stimulation. Clinical Neurophysiology, 123, 
1736–1744.

Anderson, W., & Lenz, F. A. (2009). Lesioning and stimulation as surgical treatments for psychiatric disorders. Neuro-
surgery Quarterly, 19, 132–143.

Bentley, P., Driver, J., & Dolan, R. J. (2011). Cholinergic modulation of cognition: Insights from human pharmacological 
functional neuroimaging. Progress in Neurobiology, 94, 360–388.

Berger, T. W., Ahuja, A., Courellis, S. H., Deadwyler, S. A., Erinjippurath, G., Gerhardt, G. A., Gholmieh, G., Granacki, 
J. J., Hampson, R., et al. (2005). Restoring lost cognitive function. IEEE Engineering in Medicine and Biology, 24, 
30–44.

Blouin, A. M., Fried, I., Wilson, C. L., Staba, R. J., Behnke, E. J., Lam, H. A., et al. (2013). Human hypocretin and 
melanin-concentrating hormone levels are linked to emotion and social interaction. Nature Communications, 4, 1547.

Bower, M. R., Stead, M., Meyer, F. B., Marsh, W. R., & Worrell, G. A. (2012). Spatiotemporal neuronal correlates of 
seizure generation in focal epilepsy. Epilepsia, 53, 807–816.

Cahill, L., Babinsky, R., Markowitsch, H. J., & McGaugh, J. L. (1995). The amygdala and emotional memory. Nature 
Neuroscience, 377, 295–296.

Carmena, J. M., Lebedev, M. A., Crist, R. E., O’Doherty, J. E., Santucci, D. M., Dimitrov, D. F., et al. (2003). Learning 
to control a brain–machine interface for reaching and grasping by primates. PLoS Biology, 1, E42.

Cashmore, A. (2010). The Lucretian swere: The biological basis of human behavior and the criminal justice system. 
Proceedings of the National Academy of Sciences of the United States of America, 107, 4499–4504.

Cerf, M., Thiruvengadam, N., Mormann, F., Kraskov, A., Quiroga, R. Q., Koch, C., et al. (2010). On-line, voluntary 
control of human temporal lobe neurons. Nature Neuroscience, 467, 1104–1108.

Cook, M. J., O’Brien, T. J., Berkovic, S. F., Murphy, M., Morokoff, A., Fabinyi, G., et al. (2013). Prediction of seizure 
likelihood with a long-term, implanted seizure advisory system in patients with drug-resistant epilepsy: A first-in-man 
study. Lancet Neurology, 12, 563–571.

Crowell, A. L., Ryapolova-Webb, E. S., Ostrem, J. L., Galifianakis, N. B., Shimamoto, S., Lim, D. A., et al. (2012). 
Oscillations in sensorimotor cortex in movement disorders: An electrocorticography study. Brain, 135, 615–630.

de Hemptinne, C., Ryapolova-Webb, E. S., Air, E. L., Garcia, P. A., Miller, K. J., Ojemann, J. G., et al. (2013). Exag-
gerated phase–amplitude coupling in the primary motor cortex in Parkinson disease. Proceedings of the National 
Academy of Sciences of the United States of America, 110, 4780–4785.



PROPERTY OF MIT PRESS: FOR PROOFREADING AND INDEXING PURPOSES ONLY PROPERTY OF MIT PRESS: FOR PROOFREADING AND INDEXING PURPOSES ONLY

Fried—Single Neuron Studies of the Human Brain

R

The Next Ten Years and Beyond 357

Engel, A. K., Moll, C. K., Fried, I., & Ojemann, G. A. (2005). Invasive recordings from the human brain: Clinical 
insights and beyond. Nature Reviews. Neuroscience, 6, 35–47.

Engel, J., Jr., & da Silva, F. L. (2012). High-frequency oscillations—Where we are and where we need to go. Progress 
in Neurobiology, 98, 316–318.

Engel, J., Jr., McDermott, M. P., Wiebe, S., Langfitt, J. T., Stern, J. M., Dewar, S., et al. (2012). Early surgical therapy 
for drug-resistant temporal lobe epilepsy: A randomized trial. Journal of the American Medical Association, 307, 
922–930.

Fanselow, M. S., & Gale, G. D. (2003). The amygdala, fear, and memory. Annals of the New York Academy of Sciences, 
985, 125–134.

Finger, S. (2000). Minds behind the brain: A history of the pioneers and their discoveries. New York: Oxford University 
Press.

Frankland, P. W., & Bontempi, B. (2005). The organization of recent and remote memories. Nature Reviews. Neurosci-
ence, 6, 119–130.

Fried, I., Katz, A., McCarthy, G., Sass, K. J., Williamson, P., Spencer, S. S., et al. (1991). Functional organization of 
human supplementary motor cortex studied by electrical stimulation. Journal of Neuroscience, 11, 3656–3666.

Fried, I., Mukamel, R., & Kreiman, G. (2011). Internally generated preactivation of single neurons in the human brain 
predicts volition. Neuron, 69, 548–562.

Fried, I., Wilson, C. L., Maidment, N. T., Engel, J., Behnke, E., Fields, T. A., et al. (1999). Cerebral microdialysis 
combined with single-neuron and electroencephalographic recording in neurosurgical patients. Journal of Neurosurgery, 
91, 697–705.

Haggard, P. (2008). Human volition: Towards a neuroscience of will. Nature Reviews. Neuroscience, 9, 934–946.

Hampton, R. R., & Schwartz, B. L. (2004). Episodic memory in nonhumans: What, and where, is when? Current Opinion 
in Neurobiology, 14, 192–197.

Hariz, M. (2012). Twenty-five years of deep brain stimulation: Celebrations and apprehensions. Movement Disorders, 
27, 930–933.

Hochberg, L. R., Bacher, D., Jarosiewicz, B., Masse, N. Y., Simeral, J. D., Vogel, J., et al. (2012). Reach and grasp by 
people with tetraplegia using a neurally controlled robotic arm. Nature Neuroscience, 485, 372–375.

Horikawa, T., Tamaki, M., Miyawaki, Y., & Kamitani, Y. (2013). Neural decoding of visual imagery during sleep. Science, 
340, 639–642.

Hubel, D. H., & Wiesel, T. N. (1998). Early exploration of the visual cortex. Neuron, 20, 401–412.

Jacobs, J., Staba, R., Asano, E., Otsubo, H., Wu, J. Y., Zijlmans, M., et al. (2012). High-frequency oscillations (HFOs) 
in clinical epilepsy. Progress in Neurobiology, 98, 302–315.

Knight, R. (1996). Contribution of human hippocampal region to novelty detection. Nature Neuroscience, 383, 
256–259.

Koch, C. (2005). The quest for consciousness (1st ed.). Los Angeles: Roberts & Company Publishers.

Kohling, R., & Avoli, M. (2006). Methodological approaches to exploring epileptic disorders in the human brain in vitro. 
Journal of Neuroscience Methods, 155, 1–19.

Kohling, R., Qu, M., Zilles, K., & Speckmann, E. J. (1999). Current-source-density profiles associated with sharp waves 
in human epileptic neocortical tissue. Neuroscience, 94, 1039–1050.

Kreiman, G. (2004). Neural coding: Computational and biophysical perspectives. Physics of Life Reviews, 1, 71–102.

Laxton, A. W., & Lozano, A. M. (2012). Deep brain stimulation for the treatment of Alzheimer disease and dementias. 
World Neurosurgery.

Laxton, A. W., Tang-Wai, D. F., McAndrews, M. P., Zumsteg, D., Wennberg, R., Keren, R., et al. (2010). A phase I trial 
of deep brain stimulation of memory circuits in Alzheimer’s disease. Annals of Neurology, 68, 521–534.

Lozano, A. M., & Lipsman, N. (2013). Probing and regulating dysfunctional circuits using deep brain stimulation. 
Neuron, 77, 406–424.

Martin, S. J., Grimwood, P. D., & Morris, R. G. (2000). Synaptic plasticity and memory: An evaluation of the hypothesis. 
Annual Review of Neuroscience, 23, 649–711.



PROPERTY OF MIT PRESS: FOR PROOFREADING AND INDEXING PURPOSES ONLY

Fried—Single Neuron Studies of the Human Brain

R

358 Ueli Rutishauser, Itzhak Fried, Moran Cerf, and Gabriel Kreiman

Mormann, F., Andrzejak, R. G., Elger, C. E., & Lehnertz, K. (2007). Seizure prediction: The long and winding road. 
Brain, 130, 314–333.

Mormann, F., & Jefferys, J. G. (2013). Neuronal firing in human epileptic cortex: The ins and outs of synchrony during 
seizures. Epilepsy Currents, 13, 100–102.

Morrell, M. J., & the RNS System in Epilepsy Study Group. (2011). Responsive cortical stimulation for the treatment 
of medically intractable partial epilepsy. Neurology, 77, 1295–1304.

Mukamel, R., Ekstrom, A. D., Kaplan, J., Iacoboni, M., & Fried, I. (2010). Single-neuron responses in humans during 
execution and observation of actions. Current Biology, CB, 20, 750–756.

Musallam, S., Corneil, B., Greger, B., Scherberger, H., & Andersen, R. (2004). Cognitive control signals for neural 
prosthetics. Science, 305, 258–261.

Nyberg, L., Kim, A. S., Habib, R., Levine, B., & Tulving, E. (2010). Consciousness of subjective time in the brain. 
Proceedings of the National Academy of Sciences of the United States of America, 107, 22356–22359.

Phelps, E. A. (2004). Human emotion and memory: Interactions of the amygdala and hippocampal complex. Current 
Opinion in Neurobiology, 14, 198–202.

Rieke, F., Warland, D., van Steveninck, R., & Bialek, W. (1997). Spikes. Cambridge, MA: MIT Press.

Rutishauser, U., Schuman, E. M., & Mamelak, A. N. (2008). Activity of human hippocampal and amygdala neurons 
during retrieval of declarative memories. Proceedings of the National Academy of Sciences of the United States of 
America, 105, 329–334.

Schevon, C. A., Ng, S. K., Cappell, J., Goodman, R. R., McKhann, G., Jr., Waziri, A., et al. (2008). Microphysiology 
of epileptiform activity in human neocortex. Journal of Clinical Neurophysiology, 25, 321–330.

Schevon, C. A., Weiss, S. A., McKhann, G., Jr., Goodman, R. R., Yuste, R., Emerson, R. G., et al. (2012). Evidence of 
an inhibitory restraint of seizure activity in humans. Nature Communications, 3, 1060.

Schwartz, A. B. (2004). Cortical neural prosthetics. Annual Review of Neuroscience, 27, 487–507.

Squire, L. R., & Bayley, P. J. (2007). The neuroscience of remote memory. Current Opinion in Neurobiology, 17, 
185–196.

Stead, M., Bower, M., Brinkmann, B. H., Lee, K., Marsh, W. R., Meyer, F. B., et al. (2010). Microseizures and the 
spatiotemporal scales of human partial epilepsy. Brain, 133, 2789–2797.

Stickgold, R. (2005). Sleep-dependent memory consolidation. Nature Neuroscience, 437, 1272–1278.

Sun, F. T., Morrell, M. J., & Wharen, R. E., Jr. (2008). Responsive cortical stimulation for the treatment of epilepsy. 
Neurotherapeutics; the Journal of the American Society for Experimental NeuroTherapeutics, 5, 68–74.

Suthana, N., Haneef, Z., Stern, J., Mukamel, R., Behnke, E., Knowlton, B., et al. (2012). Memory enhancement and 
deep-brain stimulation of the entorhinal area. New England Journal of Medicine, 366, 502–510.

Tankus, A., Fried, I., & Shoham, S. (2012). Structured neuronal encoding and decoding of human speech features. Nature 
Communications, 3, 1015.

Truccolo, W., Donoghue, J. A., Hochberg, L. R., Eskandar, E. N., Madsen, J. R., Anderson, W. S., et al. (2011). Single-
neuron dynamics in human focal epilepsy. Nature Neuroscience, 14, 635–641.

Tulving, E. (2002). Episodic memory: From mind to brain. Annual Review of Psychology, 53, 1–25.

Ursano, R. J., Goldenberg, M., Zhang, L., Carlton, J., Fullerton, C. S., Li, H., et al. (2010). Posttraumatic stress disorder 
and traumatic stress: From bench to bedside, from war to disaster. Annals of the New York Academy of Sciences, 1208, 
72–81.

Valdez, A. B., Hickman, E. N., Treiman, D. M., Smith, K. A., & Steinmetz, P. N. (2012). A statistical method for pre-
dicting seizure onset zones from human single-neuron recordings. Journal of Neural Engineering, 10, 016001.

Williamson, A., Spencer, D. D., & Shepherd, G. M. (1993). Comparison between the membrane and synaptic properties 
of human and rodent dentate granule cells. Brain Research, 622, 194–202.

Wilson, M. A., & McNaughton, B. L. (1994). Reactivation of hippocampal ensemble memories during sleep. Science, 
265, 676–679.

Womelsdorf, T., Schoffelen, J. M., Oostenveld, R., Singer, W., Desimone, R., Engel, A. K., et al. (2007). Modulation of 
neuronal interactions through neuronal synchronization. Science, 316, 1609–1612.


