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• 100 billion neurons
(80 billion in cerebellum)

• 100 trillion 
connections
(Each neuron connects to 5000 to 200,000          

other neurons)

• 10,000 different types 
of neurons
• 1000 > new neurons 

per day, all your life

• Consumes 20 watts

Brain: A Dynamic Deep Learning Network



Spatio-temporal maps of human brain processes

Basic sensory processing Learning & PlasticityRecognition & Memory

Working memory,
Attention

Multi-sensory integration Clinical research 

Brain-Machine Interfaces, Deep Neural Network Architectures, Comparison across Species



MEG: Time 
Every millisecond

fMRI: Space 
Each millimeter

Sensors (time)
Evoked activity 
every msec

Voxels (space)
Cichy, Pantazis, Oliva (2014) Nature Neuroscience; Cichy & Oliva (2020) Neuron



Relative
distances

Shepard et al., 1980; Kruskal and Wish., 1978; Edelman et al. 1998; Kriegeskorte et al., 2008; Mur et al., 2009; Liu et al., 2013

Sensor 1

Se
ns

or
 2

Voxel 1

Vo
xe

l 2

Representational Geometry



Representational Dissimilarity Matrices (RDMs)

Nikolaus Kriegeskorte (2008): “RDMs as a hub to relate different representations across sensors and models”

Round shape Body part
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Spatio-temporal maps of brain responses
A spatially unbiased view of the relations in similarity structure 

between MEG and fMRI

SVM classification
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Cichy

Cichy, Pantazis, Oliva (2014) Nature Neuroscience; (2016) Cerebral Cortex; Cichy and Oliva, (2020), Neuron.

MEG



Representational Dynamics: MEG Dissimilarity Matrices
One matrix per millisecond

Cichy, Pantazis, Oliva (2014). Nature Neuroscience
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Spatio-temporal maps of brain responses
A spatially unbiased view of the relations in similarity structure 

between MEG and fMRI
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Cichy, Pantazis, Oliva (2014) Nature Neuroscience; (2016) Cerebral Cortex; Cichy and Oliva, (2020), Neuron. Kriegeskorte et al., 2008
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Mohsenzadeh, Y., Mullin, C., Lahner, B., Cichy, R.M., & Oliva, A. (2019). Reliability and generalizability of similarity-based fusion of fMRI and MEG data in the ventral and dorsal visual 
streams. Vision, 3(1), 8



Cichy, Pantazis, Oliva (2016). Cerebral Cortex

Spatio-temporal maps of brain responses

Mohsenzadeh, Mullin, Lahner, Cichy, & Oliva, A. (2019). Vision



Visual Perception
• A hierarchy of responses from 

occipital to ventral and parietal 
regions during object recognition
• The spatio-temporal maps time 

stamps align with previous 
neurophysiology results
• Both ventral and dorsal responses 

peaks occurring around  170 msec
(IPS, LO) 
• Lesson for models: Different high-

level representations of visual 
events after an initial common 
processing

Cichy, R.M., Pantazis , D., & Oliva, A. (2016). Similarity-based fusion of MEG and 
fMRI reveals spatio-temporal dynamics in human cortex during visual object 
recognition. Cerebral Cortex, 26 (8): 3563-3579





Lowe*, M., Mohsenzadeh*, Y., Lahner, B., Charest, I., Oliva, A., & Teng, S.(2020) Spatiotemporal Dynamics of Sound Representations reveal a Hierarchical Progression of Category Selectivity. bioarxiv



Lowe*, M., Mohsenzadeh*, Y., Lahner, B., Charest, I., Oliva, A., & Teng, S.(2020) Spatiotemporal Dynamics of Sound Representations reveal a Hierarchical Progression of Category Selectivity. bioarxiv



Auditory Perception
• Timing of auditory cortex, pre-

frontal and higher-level regions 
responses in human
• Specificity of human voices in 

auditory, pre-frontal and fusiform 
gyrus with time stamps
• A late response (~ 300 msec) for 

auditory stimuli in regions 
classically associated with vision
• Lesson for models: Human voices 

have specialized modules, being 
separated early on; audition is 
mixed with visual features at a later 
stage in the hierarchy of 
processing



Memorability

Visual memorability is a consequence of the optimizations required for visual processing 

Wilma Bainbridge (2016)

Yalda Mohsenzadeh
(Scientific Reports, 
2019)

Aditya Khosla (ICCV, 2013; ICCV 2015) 
Phillip Isola (CVPR 2011, NIPS 
2011, PAMI 2014)

Nicole Rust (eLife, 2019)

Memorable Words (with Fedorenko and Gibson)

Memorable Infographics 
(Zoya Bylinskii, 2013, 2015)

Lore Goetschalckx, Alex Andonian, Phillip Isola

ICCV 
2019







Early Visual Cortex, V5/MT+, Posterior Temporal Lobe

Early Visual Cortex Posterior Temporal LobeV5/MT+

With Y. Mohsenzadeh, B. Lahner , C. Mullin 



Memorability
• Late responses for memorable 

images in higher cortical regions 
associated with object recognition
• Memorable images have a 

stronger signals during visual 
processing
• Visual memorability is a 

consequence of the optimizations 
required for visual processing 
• Lesson for models: Memorability as 

a measure of the utility of 
information



Human & Artificial Cognition

● Characterizing the bandwidth of human 
perception and cognition is critical 

● A new field of investigation: Cognitive / 
Clinical / Social / Perceptual 
Computational Experimentalist / Synthetic 
Neuroscientist

● Studying the implementation that works 
best for performing specific tasks 

● Exploring the alternatives that have not 
been taken by biological systems



http://olivalab.mit.edu/


