Tutorial 2 — CNNs, RNNs, GANSs et al.

Spandan Madan



Segment 1

Reflections on Assignment 1

(2 minutes)



Congratulations! Great job!

* Tough assignment, lots covered — python, git,
jupyter, colab, pytorch.

* Thank you for your patience!

* |nputs, questions, discussions all highly
appreciated!

* Please share your concluding thoughts on
slack!



Segment 2

Quick Recap of Tutorial 1

(5 minutes)



Recap

* Git — version control system
* Github = Git + hub

* Jupyter, colab

* Introduction to ML: the equations, the
components of these equations and how
to code them up.



The toolkit perspective

 Takes in information
e Returns more useful information.

Information I\/Iach|lne Meaningful information
goes In Leammg — out
System
Xj Yi




Features — aspects of input useful
for the task

—

4 legs?

But then, how do you find legs in the image?



esearchers have spent their entire
careers finding useful features

FivekoGEX
Harris Corner

P I T R I B R I I BN




Deep Learning: Let’s learn the right features

| earned Machine

features Learning
System

— chair

Deep
Learning
System




Learned Feature Hierarchy

classification

high level
features

medium level
features

low level
features

input image
patch

[Honglak Lee]




Segment 3

Feed-Forward Networks

(20 minutes)



Intuition for how this works

Which of these data sets would be hard to train a classifier for?

A

% 2 3

A
v

Data A : Data B

« Is there was a way to transform Data B into Data A so that classification becomes
easy?

« Thatis precisely what deep learning does!




S0, how does this really work?

* Anatomy of a neural network:
* Artificial Neuron
* Multiple Layers of Neurons
 Activation Functions
 Architectures (Covered Later)



Linear neuron

X W
(Input) W + b
(output)
b

* A neural network is composed of millions of neurons.

* Aneuron is defined by:
+ Weight
« Bias
* Function inside: Usually a non-linear function like sigmoid, ReLU etc.




Non-linear neuron

Sigmoid(w*x + b)

Other common kinds of non-linearity include Tanh, RelLU etc.

But, why do we need non-linear nodes? Let’'s compare them!



Linear vs Non-linear neuron

» Consider the data below. Let’s try to fit the
simplest neural net to it: 1 layer with just 1
neuron.




Fitting linear vs non-linear model

As expected, non-linearity helps us fit to more complicate data.

Linear neuron Non-linear neuron




Simple intuition

* 1(x) ~ 9(x)
* If g(x) is non-linear, f must also be non-
linear to approximate it.

* Two ways to do this:-
» Take lines and combine non-linearly.
« Take non-linear functions and combine linearly



Source of non-linearity:

Activation Functions

* Without non-linearity at units, whole neural
network acts like a linear function. So, it
reduces to linear regression!

 Different kinds of non-linearities: Sigmoid,
RelLU, leaky RelLU etc.
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From 1 neuron to 1 layer

* Let’s increase the network’s complexity:
only 1 layer, but multiple neurons.

* Intuition:- Combining simpler functions to
approximate more complicated ones.
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Different combinations of sigmoids




Multiple units, single layer

Scaled outputs of each neuron with bias -2.676808 Scaled outputs of each neuron with bias 0.206580




Two ways to look at it

e e 00%

AN




Why have multiple layers?

* What is the utility of multiple layers then?

* |ntuition: Groups of neurons in first layer can

make different patterns. Subsequent layers
combine these patterns to make even more

complicated patterns.



Architectures vs classification power

= g




A typical neural network

« 2 layers with artificial
neurons

* Qutputs of one layer
are connected to
iInputs of next layer

 Four numbers as
iInput, two numbers as
output

Output

r Q Layer 2

Layer 1

]
PeN

%k

Input

A. Glassner, Deep Learning - From Basics to Practice



What do different layers do?

Yes No Classification

high level features

medium level features

low level features




https://playground.tensorflow.org/

Tinker With a Neural Network Right Here in Your Browser.

Don't Worry, You Can't Break It. We Promise.

Q-

DATA

Which dataset do

you want to use?

B

Ratio of training to
test data: 50%

—

Noise: 0

Batch size: 10

—

REGENERATE

Epoch

000,000

FEATURES

Which properties do
you want to feed in?

Learning rate

0.03

+ -

4 neurons

4

Activation Regularization
Tanh v None
— 2 HIDDEN LAYERS

Y =

2 neurons

weights,
w the th

Regularization rate

Problem type

v Classification v

OUTPUT

Test loss 0.514
Training loss 0.519

Colors shows _
data, neuron and ! |

I 1 0
weight values



Parameters of Neural Network

 Feedforward neural network ~ Chain of
computations.

* Output depends on the learned weights, or
parameters.

* Training ~ Finding the right set of weights
such that the output is desirable. For ex, the
label chair, if input is a chair image.

 For the network to train, several factors must
be hand designed.



Gradient Descent: Minimizing Error

Loss for current
set of weights

v

/ \
o
TR

Loss for best
set of weights.

Moving along any axis corresponds to how loss will change as one particular
weight is changed. We want to move in direction (i.e. update weights) that

minimizes loss.

Gradient: Quantifying change in loss as a particular weight is updated. Thus, one
gradient per each weight.

This is done by calculating the rate of change of loss, and the weight is updated
according to this weight.



Stochastic Gradient Descent (SGD)

« Gradient descent looks at all training samples
when deciding how to update weights. This is very
slow.

 |n practice, Stochastic gradient descent is used. At
every training iteration, a random sample of
training data is used to update weights.

 Two benefits:

1. Faster

2. Based on randomness, so it can randomly “jump” out of a
tough spot in the terrain.




Backpropagation

RECAP, Gradient: Quantifying Output
change in loss as a particular weight
Is updated. Thus, one gradient per
each weight.

Layer 2

Problem in calculating gradients:
Gradient of weights in layer 1
depends on gradient of the weights
of layer 2. Intractable for large

network.
Layer 1
Solution: Re-use calculations made ‘
for one layer, when calculating
gradients for another layer.

Input

A. Glassner, Deep Learning - From Basics to Practice




Chain Rule

Forwardpass Backwardpass
) _—
Z i




Regularization

* One way to prevent overfitting.

* Many, many ways to regularize. If you

read it somewhere, it's a way to prevent
overfitting.



Recap

« Training -> Finding the right set of weights such that
output of net is favourable.

* Loss -> Quantifying how well a particular set of
weights does.

* Thus, training = minimizing loss.
* Loss is minimized by updating weights as dictated by
gradient descent.

« To calculate gradient, we use backpropagation which
re-uses calculations.

« One common problem is overfitting. It results in good
test performance, but model doesn’t generalize to new
samples.

* Regularization is one way to prevent overfitting.




Segment 1

Convolutional Neural Networks

(10 minutes)



Images Have Structure — Let's exploit it

= e
A

0.0 Ny

« Position of neighboring pixels should be correct for them
to resemble an object.

« We need to look at chunks of local information to extract
information from them. Convolutions help us do this.




Motivation for idea of CNN

* Distilling information in chunks of regions.

« Combining chunks into more complex
chunks
« Parameter sharing: don't learn the concept

of a cat for every region of image from
scratch.



weaking neural net to nave tnese

Sigmoid(w*x + b)

Blue maps are inputs images. The dark blue is a filter (another matrix) which
operates on the image and gives the cyan maps as an output.



CNNs are composed of layers of
Convolutions

32

Note that the activation function is still present.

32

I
CONYV,
RelLU
e.g.
5x5x3
filters
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CONYV,
RelLU
e.g.
5x5x6
filters
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http://cs231n.github.io/
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What has the network learned?

Low-Level| |Mid-Level| |High-Level Trainable
Feature Feature Feature Classifier

!

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]

[Yann LeCun]
http://cs231n.github.io/



What has the network learned?

House

Dog

Train

Parts of the image that made network think it's an image of a house/dog/train.




CIaSS|f|cat|on

Applications

container snip motor scooter Bopard
] mite container ship motor scooter leapard
| black widow lifeboat go-kart jaguar
| cockroach amphibian moped cheetah
| tick fireboat bumper car snow leopard
|

drilling platform

ascar ca

vertible agaric | monkey
grille mushroom grape spider monkey

pickup jelly fungus elderberry titi

beach wagon gill fungus |ffordshire bullterrier indri
fire engine | dead-man's-fingers currant howler monkey

Retrieval

h

[Krizhevsky 2012]

ttp://cs231n.

ithub.io

/



Resources for building further

_ _ https://www.youtube.com/watch?v=bXJx7y
Video Series to watch 51¢l0&list=PLkDaE6sCZn6GI29A0E31iwd

(Vide()s 1-1 O) VwSG-KnDzF &index=10

Why? https://www.youtube.com/watch?v=VOC3huqHrss

If you like the song: https://www.youtube.com/watch?v=0jgrCKhxE1s



Segment 3

Recurrent Neural Networks

(10 minutes)



Intuition behind RNNs

 CNNs = patterns in grid of numbers, RNNs =
patterns in a sequence

« Examples of sequences:- words in a sentence,
characters in a word, sound pressure in air
(speech) etc.

* How should we share parameters?

* In CNN- across region of image, in RNN - across
regions of ?




!auerns IN !lueren! p03|!|ons O| d

sequence

* | am hungry, so | will go to the kitchen.
| will go to the kitchen, because | am hungry.
« Which word indicates blank would be kitchen?

¢

Output

Hidden State

Hidden




What's the Recurrence in RNNs?

\
Sigmoid(w*x + b)

@ o
3




But, what /s the recurrence?

oL
o



How about a whole network?

gjorefone

* X, h, o are vectors (so, many units).
« Easy to add another layer — one more recurrent h unit!



Modern RNNSs

* Most commonly used RNN types are LSTM
(Long Short Term Memory), or GRU (Gated
Recurrent Unit).

* We update the single unit to have additional
properties.

* |n a nutshell, can keep track of patterns
across long distances in sequence.



‘ ”e neea |or memaoriZing ana

forgetting information

 Kilimanjaro is a snow-covered mountain
19,710 feet high, and is said to be the highest
mountain in Africa. Close to the western
summit there is the dried and frozen carcass
of a leopard.

» It is important to remember Kilimanjaro
from the past to make sense of word
“summit” in the future of the sequence.
Networks must have memory to retain such
context.




Simple RNN: only 1 RNN cell

* Two Step process:

* For each new input, compute output using current
input and state, which includes info from past
inputs as well.

« Update state to contain info about current input.

OUTPUT 1

T

T

INPUT 1




How does the state update?

« Scale values passing
through by weights in
three places

« Combine delayed
state information by
adding values

» Output has activation
function as well

output

output
weight

input
weight

input

update
weight




Deep RNNs

« Multiple RNN stages

« Each stage manages
its own state

« Each stage has
multiple LSTM units

output0
r'

;:ztﬂ%zﬁz@z@z@z%
;'1':3%2=>D=>D=>D=>D}$
;:gt:'%zﬁzﬁz@z@z%

input0 input1 input2 input3 input4

outputi output2 output3 output4
A A 7' A

(b)




Further resources

* |llustrated RNN:
https://www.youtube.com/watch?v=LHXXI
4-IEns

* lllustrated LSTM/GRU:
https://www.youtube.com/watch?v=8HyCN
IVRbSU



https://www.youtube.com/watch?v=LHXXI4-IEns
https://www.youtube.com/watch?v=8HyCNIVRbSU&list=PL5rWfvZIL-NqKCWYjCnIiLf4cTthmWSGX&index=2

What do RNNs learn?

SquSeq V1S die ldngsten reisen fangen an , wenn es auf den straRen dunkel wird .
Encwords: | die  langsten reisen fangen = an , wenn es auf den straBen dunkel wird .
Attention: .
> € change:
the longest travel begins when it gets to  the streets m a0
100K:  the longest travel when when it &aposs = to | the streets Fcompare:
and oldest trips will if they gets dark a roads in sentence
so tallest joumeys begins the becomes buried shore road  of swap:
well mssians travels begin  as there grows into heaven street —
you icons journey start in  this comes in its city to
pivot
when it
&apos;s  going to
begins when it
gets to the streets
the longest travel el ~ . .
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<s> z(r)\d the longest gapos;s  going to
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Applications

Translation

NMT: The government has closed a number of restaurants in the capital, Lima, after hearing
complaints about a famous restaurant that does not welcome the entrance of people of color

and blacks.

V8: The famous restaurantclosed in Lima after hearing several complaintsto the restaurant,
which is not a happy access for people of color, black, Peru has ordered extra holiday until

further notice.




Applications

Sentiment Prediction

This is one of Crichton's best

Seriously, the screenplay AND the directing were
horrendous and clearly done by people who could hat was good about the

novel. I can't fault the actors because frankly, | r had a chance to e this

L j‘;

u

The movie is just dreadfi



Segment 4

GANs and other generative models

(10 minutes)



Discriminative vs Generative Models

 Consider two coins, one fair other unfair.

* Onegives:H,H, T, TH, TH, T, T,H,H

* Other:H,H,H,H,H,H, H, H, T, H H,H

 Which one is fair?



!ou jUS! !lscrlmlna!ea using a

generative model

 Generative model for a coin toss:

X = {0,1} with 50% probability.

Similarly, can define generative model over
images.

* |f you have a model you can — (1) get new
samples from it, (2) use model to discriminate.



Some faces

Learning distributions can be very useful!

https://thispersondoesnotexist.com




Auto-Encoders

« Dimensionality reduction: Summary of a vector.
« Stenographers of the deep learning world.

This is how
google stores
your images
on the cloud

?

Input Data Encoded Data Reconstructed Data




Variational Auto-encoders

0 —» Encoder Encoding# Decoder —» O

A standard Autoencoder

0 —»| Encoder i <: Encoding | —» + Decoder —» 0




Generative Adversarial Networks

* Learning to sample from complex
distribution like images of faces.

Random

Noise z =P G —P| sample |

» Data available = Images of faces only!
* Trained by a "Discriminator Network”



Discriminator Network

* What can we do with face image?

* Train a classifier!

* Generating new image = fooling classifier?
» Classifier = Discriminator Network

P  sample
fake/real
’@" probability
Random
Noise z — sample




Segment 5

Adversarial Examples and Out of
distribution Generalization
(10 minutes)




Adversarial Examples

H
NG
NS

A

AN

..

llpondo"

57.7% confidence

“gibbon”

09.3% confidence



Hany ways !o !m! aaversarla‘

examples

« Usually, loss = output value of correct
category node.

* Adv loss = output value of wrong category
node.

 Many ways to find them, mostly
optimization based.

* Physical adversarial examples exist too!




Out of Distribution generalization




Do networks generalize across...

Time i.e. video frames?
Pose?

Change in color/texture?
Motion Blur?




Summary - 1

» Reflections + Recap

 Feed forward networks: non-linear
neurons, many neurons in one layer, many
layers.

 Gradient descent to learn it all.

* Let's exploit problem structure —
parameter sharing.



Summary - 2

 CNNs: same filter across image, capture
neighboring features, then combine them
across layers.

 RNNs: Same recurrent node across
sequence elements, cell state stores
information about past words, combines
with current word.

 LSTMs/GRUs: For learning long-term
relations in sequences



Summary - 3

* Generative models: learning the
distribution from which data would have
come. For ex: Faces

» Autoencoders = Stenographers
* VAE = Autoencoder beyond just your data.

 GAN = Generator vs discriminator:
distribution learned in the process.



Summary - 4

* Adversarial examples: Visual illusions for
neural networks.

» Qut of distribution generalization: the real
end game.



Many moving parts, very little control.

If yvou get frustrated...

THIS 1S YOUR MACHINE LEARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.




Reminders

* Fill Track A/B sheet!

* Next assignment will be published this
week, due Feb 23.

* Project declaration is due 23.

» Colin/Spandan/Gabriel’'s Office Hours for
discussing projects!



Thank you!




