Corticofugal modulation of frequency processing in bat auditory system

Yunfeng Zhang, Nobuo Suga & Jun Yan
Department of Biology, Washington University, 1 Brookings Drive, St Louis, Missouri 63130, USA

Auditory signals are transmitted from the inner ear through the brainstem to the higher auditory regions of the brain. Neurons throughout the auditory system are tuned to stimulus frequency, and in many auditory regions are arranged in topographical maps with respect to their preferred frequency. These properties are assumed to arise from the interactions of convergent and divergent projections ascending from lower to higher auditory areas; such a view, however, ignores the possible role of descending projections from cortical to subcortical regions in shaping selective tuning. In the bat auditory system, such corticofugal connections modulate neuronal activity to improve the processing of echo-delay information. We studied the effect of inactivation of the corticofugal system on the auditory responses of subcortical neurons (32 thalamic and 27 collicular neurons) to sounds of frequencies between 60 kHz and 62 kHz. Lidocaine (a local anaesthetic) had an effect only on subcortical neurons tuned to these frequencies but had no effect when applied to cortical neurons. The effect of Lidocaine increased the neuronal responses to frequencies outside this range (such as 34 kHz, 57 kHz, and 84 kHz). The effect of Lidocaine when the 'best frequency' of a subcortical neuron was tuned to a frequency lower than the cortical neuron's best frequency was different from when they were 'matched' (different by more than 0.20 kHz). Cortical inactivation increased the auditory responses of matched subcortical neurons (Fig. 1A,b) without shifting their frequency–response curves (Fig. 1A,d). In contrast, cortical inactivation increased the auditory responses of unmatched subcortical neurons and shifted the best frequency towards that of the inactivated cortical neuron. Recovery of normal tuning took 1.5–3.2 h; such an increase and recovery is shown for two unmatched thalamic neurons and shifted the best frequency towards that of the inactivated cortical neuron.
indicates that the increase in the response of the thalamic neuron occurred mostly for frequencies higher than the best frequency (60.67 kHz). Because of this frequency-dependent increase, the frequency–response curve was shifted towards higher frequencies, that is, towards the best frequency of the inactivated cortical neurons ($P < 0.002$). When the thalamic best frequency was higher than the cortical best frequency, the shift in the thalamic best frequency was toward lower frequencies (Fig. 1C,d, filled circles; $P < 0.004$).

Thalamic and collicular neurons normally showed large variations in the shape of frequency-tuning curves (Fig. 2A–D). Cortical inactivation shifted the frequency-tuning curves of unmatched subcortical neurons, together with their best frequencies, along the frequency axis, but evoked little change in either minimum threshold or best amplitude. The shifted curves returned to the control condition in 1.5–3.2 h. This parallel shift and recovery in the frequency-tuning curves are shown for two thalamic (Fig. 2A,B) and two collicular (Fig. 2C,D) neurons that had best frequency lower (Fig. 2A,D) or higher (Fig. 2B,C) than those of inactivated cortical neurons. Although the shift was parallel, a small amount of broadening in tuning-curve width was noticed in some subcortical neurons (for example, at 40–60 dB sound pressure level in Fig. 2C). The amount of broadening varied with stimulus amplitude: the higher the stimulus level, the greater the broadening (Fig. 2E).

After cortical inactivation, thalamic neurons showed a larger change in response magnitude than did collicular neurons. The decrease in the response of matched neurons was 2.6 times larger for the thalamic neurons (54.2 ± 14.5% (mean ± s.d.), $n = 4$) than for the collicular neurons (20.8 ± 8.90%, $n = 4$) (Fig. 3A,C, open triangles; $P < 0.05$). The increase in the response of unmatched neurons measured at the best frequencies shifted by the cortical inactivation was 1.8 times larger for the thalamic neurons (104 ± 59.5%, $n = 28$) than for the collicular neurons (59.0 ± 39.5%, $n = 23$) (Fig. 3A,C, filled circles; $P < 0.01$).

After cortical inactivation, best frequencies did not shift for subcortical matched neurons (Fig. 3B,D, open triangles), but shifted for subcortical unmatched neurons: the larger the difference in best frequency, the larger the shift (Fig. 3B,D, filled circles). The rate of shift per difference in best frequency was 0.33 for the thalamic neurons and 0.18 for the collicular neurons. Therefore, the magnitude of best-frequency shift was 1.8 times larger for the thalamic neurons than for the collicular neurons ($P < 0.05$). These data indicate that the decrease or increase in response and the shift in frequency tuning of the subcortical neurons occur in both the colliculus and the thalamus through the corticocollicular and corticothalamic projections.

**Figure 1** Auditory responses (a–c) and frequency–response curves (d) of three single thalamic neurons obtained before (a, control, open circles in d), during (b, Lidocaine application, 90 nl, 1%, filled circles in d) and after (c, recovery, broken line in d) a focal inactivation of cortical neurons. The best frequencies of cortical and thalamic neurons paired for the experiments, respectively, were: A, 60.47 and 60.47 kHz; B, 60.97 and 60.67 kHz; and C, 60.64 and 61.32 kHz. The effects of the inactivation of the cortical neurons on the thalamic neurons were different depending on the relationship in best frequency between the cortical and thalamic neurons. The vertical broken lines and arrows indicate the best frequencies of the thalamic and cortical neurons, respectively.

**Figure 2** Changes in the frequency-tuning curves of thalamic (A and B) and collicular neurons (C and D) by a focal inactivation of cortical neurons. The best frequencies of the inactivated cortical neurons are indicated by the arrows. The curves were measured before (control, open circles), during (filled circles) and after (recovery, broken lines) the cortical inactivation. The tuning curves shift towards the best frequencies of inactivated cortical neurons. Crosses and squares indicate the best amplitudes measured before and during the cortical inactivation, respectively. E, Changes in the widths of frequency-tuning curves at 10 (a), 30 (b), 50 (c) and 70 dB (d) above minimum threshold evoked by a focal inactivation of cortical neurons. Results are for thalamic (filled circles) and collicular (open circles) neurons.
In our experiments, the number of matched subcortical neurons studied was small (n = 8). However, the corticofugal effects are strikingly consistent and are, without exception, completely opposite to those on the 51 unmatched subcortical neurons (Fig. 3A,C). Furthermore, the data from the matched neurons (no best-frequency shifts) and those from the unmatched neurons (best-frequency shifts) fit the same linear function as shown by the regression lines in Fig. 3, which cross the zero-shift line at a zero best-frequency difference. Therefore, the results justify our conclusion that, in the normal condition, cortical neurons augment the responses of matched subcortical neurons, but suppress those of unmatched subcortical neurons and shift their frequency-tuning curves away from those of the cortical neurons.

The frequency axis in the cortical area tuned to 61 kHz is radial. Best frequency changes at a rate of \(-3.3\) kHz mm\(^{-1}\) for frequencies between 61.0 and 61.5 kHz along the rostrocaudal axis of this cortical area\(^{11,17,24}\). This corresponds to a rate of \(-66\) Hz per minicolumn (a minicolumn is a slab formed by neurons tuned to an identical best frequency), because each minicolumn is \(\sim 20\) \(\mu\)m wide. The best frequencies of cortical neuron that had a positive feedback effect on a subcortical neuron were within a range of \(\pm 0.2\) kHz of the best frequency of the subcortical neuron. This indicates that a subcortical neuron receives positive feedback from cortical neurons in a maximum of six minicolumns. Since Lidocaine applied to the cortex would spread to some extent, it is most likely that a subcortical neuron receives positive feedback from only one or a few minicolumns.

Our data indicate that individual subcortical and, perhaps, cortical neurons have multiple excitatory inputs that differ slightly in best frequency but are otherwise similar in frequency and amplitude tuning. Second, our data indicate that cortical neurons select particular excitatory inputs through a highly focused positive feedback that is associated with widespread lateral inhibition; that is, they perform 'egocentric selection' through the corticofugal system. Third, egocentric selection shifts the frequency-tuning curves of unmatched subcortical neurons, and sharpens some of these curves. Fourth, egocentric selection enhances the contrast in the neural representation of auditory information. Finally, our data indicate that egocentric selection is one of the fundamental functions of the auditory cortex, because it is found for frequency-domain processing, which is shared by all higher vertebrates, as well as for time (echo-delay)-domain processing which may be unique to the auditory system of the bat.

The effects of a 100-nA, 0.2-ms electrical stimulation of the cortex on subcortical neurons lasted \(\sim 2\) h when it was delivered to the cortex at a rate of 6 stimulations per second for 14 min (ref. 12). The effects of Lidocaine were apparent for 1.5–3.2 h even though only a small amount was applied. Egocentric selection works with a slow time course. When an identical signal is received repeatedly by an animal, egocentric selection will increase the neural representation of this frequently occurring signal in the colliculus, thalamus and cortex. When a signal is received only rarely by the animal, however, the neural representation will decrease for this signal. Therefore, we hypothesize that egocentric selection is involved in long-term changes in the overall functional organization of the central auditory system\(^{25–27}\).

Almost all auditory neurons are tuned to particular frequencies. Therefore, all signal processing, including ranging and sound localization, is presumably modulated in the frequency domain by the corticofugal projections originating in the primary auditory cortex. In addition, signal processing in other domains, such as echo delay, are modulated more specifically by the corticofugal projections originating from specialized cortical area. The descending system originating from the cortex eventually ends in the cochlear hair cells. It is not yet known whether egocentric selection occurs in the subcortical nuclei and cochlea.

**Methods**

**General.** The preparation of animals and recording of action potentials were as described\(^{28}\). In four moustached bats not anaesthetized, the best frequencies of multiple neurons were first measured at 4–5 loci in the area of the primary auditory cortex tuned to 60.47–62.30 kHz (ref. 24). The best frequency of a single neuron in the ventral division of the medial geniculate body in the thalamus or the dorsoposterior division of the inferior colliculus in the midbrain was measured. To inactivate one of the cortical loci where best frequencies were measured, 90 nl of 1.0% Lidocaine (local anaesthetic) was injected into the \(\sim 900\)-\(\mu\)-thick cortex at a depth of 600–700 \(\mu\)m by using a mechanical micro-injection unit. Responses of the single subcortical neuron to tone bursts of different frequencies and amplitudes were collected with a computer before, during and after the cortical inactivation. A \(t\)-test was used to establish whether the difference in auditory response was statistically significant before and after Lidocaine or between thalamic and collicular neurons.

**Acoustic stimuli.** To measure a frequency–response curve, a computer-controlled frequency scan was presented 50 times at a best amplitude excite to a given neuron. The frequency scan consisted of 21 time blocks: in the first 20 blocks, the frequency of a tone burst lasting 23 ms was changed by 0.1-kHz steps across the best frequency of a given neuron; in the 21st (last) block, no stimulus was presented. The duration of each block was 200 ms. To measure a frequency-tuning curve, the frequency scan consisted of 33 time blocks, in the first 32 of which frequency was changed by 0.1-kHz steps. This frequency scan was repeated 5 times at a given amplitude, and after every 5 frequency scans the amplitude of a tone burst was changed from 101 db to 1 db in 5-dB steps. Thus the frequency–amplitude scan consisted of 33 \(\times\) 21 blocks.

**Data acquisition.** The responses of a neuron during the frequency or frequency–amplitude scan were continuously monitored as rasters and as an array of peristimulus–time histograms displayed on a computer screen. Action potentials were also continuously monitored by comparing incoming action potentials with the template of an action potential recorded at the beginning of the continuous recording with a digital storage oscilloscope. Data were used for off-line analysis as long as the shape of action potentials matched the template.

---

**Figure 3** Changes in response magnitude (A and C), and best frequency (B and D) of thalamic (A and B) and collicular neurons (C and D) evoked by a focal inactivation of cortical neurons. Triangles and filled circles represent the data obtained from matched and unmatched subcortical neurons, respectively. The filled circles in A and C represent the increase in response magnitude at the best frequencies shifted by cortical inactivation. The regression line, its slope, and correlation coefficient \((r)\) are shown in B and D.
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Data processing. The criterion for threshold was the boundary between a block showing one response (action potential) per five trials and a block showing no response per five trials. In unaesthetized bats the response magnitude and background discharge rate of thalamic and collicular neurons fluctuated to some extent. Therefore, the threshold was determined with additional criteria. If a given block showed at least one response per five trials, it was interpreted to be within an excitatory area demarcated by a tuning curve. If it showed no response per five trials, but the adjacent blocks, away from the excitatory area, showed at least one response per five trials, the given block was put within the excitatory area. Because auditory responses always occurred within a time window of 50 ms with relatively constant latencies ranging between 5 and 12 ms, and background discharge rate was low (0.38 ± 0.32 s−1 for 17 collicular neurons and 0.85 ± 0.43 s−1 for 16 thalamic neurons), auditory responses were easily distinguished from background discharges.

We established the criteria for a shift in frequency tuning as follows. If frequency—response or frequency—tuning curves shifted by cortical inactivation with Lidocaine did not recover to more than 50% of their earlier value they were excluded from our analysis. The fact that almost all curves shifted by Lidocaine recovered by more than 50% indicates that the shift was significant. To ensure that the shift was significant we used the following procedure. For individual frequency—response curves, a weighted average frequency (best frequency) was calculated for the summed responses to 5 consecutive frequency scans. We obtained 10 such values to calculate the mean ± s.d. We used a two-tailed, paired t-test to determine whether or not the weighted average frequencies (best frequencies) obtained for control and Lidocaine conditions were significantly different (P < 0.01). Frequency-tuning curves were based upon the threshold measurement, so s.d. could not be calculated for each data point. We therefore applied the following criterion: shifts in best frequencies and frequency-tuning curves evoked by Lidocaine were considered to be significant if the shift in best frequency was accompanied by shifts of more than 75% of the data points in the same direction as that of the best-frequency shift.

Received 31 December 1996; accepted 25 April 1997.


Acknowledgements. We thank the Natural Resource Conservation Authority and the Ministry of the Environment for allowing us to collect and export the mustached bats used in our research. We thank S. Kawada, W. E. O’Neill, J. F. Olsen, D. C. Fittipatrick and A. Kadir for helpful comments.

Correspondence and requests for materials should be addressed to N.S. (e-mail: suga@bioed.wustl.edu).
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The extreme obesity of the obese (ob/ob) mouse is attributable to mutations in the gene encoding leptin, an adipocyte-specific secreted protein which has profound effects on appetite and energy expenditure. We know of no equivalent evidence regarding leptin’s role in the control of fat mass in humans. We have examined two extremely obese children who are members of the same highly consanguineous pedigree. Their serum leptin levels were very low despite their markedly elevated fat mass and, in both, a homozygous frame-shift mutation involving the deletion of a single guanine nucleotide in codon 133 of the gene for leptin was found. The severe obesity found in these congenitally leptin-deficient subjects provides the first genetic evidence that leptin is an important regulator of energy balance in humans.

In 1994, two different strains of ob/ob mice were reported to have defects in the gene encoding leptin, a previously unknown secreted fat-cell product. Leptin is thought to act primarily at the hypothalamus, where it has effects on appetite, energy expenditure and neuroendocrine axes. Treatment of ob/ob mice with biosynthetic leptin corrects all of their phenotypic abnormalities. Further, the administration of large amounts of leptin to normal rats and mice markedly reduces body fat stores, suggesting that, at least in rodents, leptin may influence body fat mass across a range of serum concentrations. A role for leptin deficiency in human obesity has been considered but no pathogenic mutations in the gene that encodes leptin have previously been found in obese humans. Despite considerable evidence that genetic factors contribute to human obesity, no mutations in any gene have been reported to cause obesity in humans. We have studied two related children with...