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When Pigs Fly: Contextual Reasoning in Synthetic and Natural Scenes

Contextual information is of 
fundamental importance to both 
human and machine vision.

We present a new dataset with 
well-controlled contextual 
perturbations, a deep learning 
architecture that incorporates 
contextual information, and a 
comparison to human behavior.

Our synthetic Out-of-Context Dataset (OCD) allows for well-controlled and fine-grained study of different dimensions of context.

The Context-aware Recognition Transformer (CRTNet) 
leverages contextual information for object recognition.

Psychophysics experiments provide 
insights and an essential benchmark 

of human performance.
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o We observe similar qualitative behavior of humans and CRTNet.

o In terms of recognition accuracy, CRTNet outperforms competitive 
baselines across a wide range of context conditions and datasets.

Introduction
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