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Welcome to Neuro 140/240!
Biological and Artificial Intelligence

3:05-4:15 Introduction to Biological and Artificial Intelligence

Please interrupt and ask questions

4:15-4:20 Short break

4:20-5:00 Class logistics, homework, grading, policies 



The last machine we ever need to build

Let an ultraintelligent machine be defined as a machine that can far 
surpass all the intellectual activities of any man however clever. 
Since the design of machines is one of these intellectual activities, 
an ultraintelligent machine could design even better machines; 
there would then unquestionably be an “intelligence explosion,” 
and the intelligence of man would be left far behind. Thus the 
first ultraintelligent machine is the last 
invention that man need ever make. 

I.J.Good, in  Speculations regarding the first  ultra-intelligent machine (1965)



The Turing test
Alan Turing

Turing, A. (1950). "Computing Machinery and Intelligence." Mind LIX(236): 433-460.

The Turing Test



The Turing test for vision
Alan Turing

Kreiman G. Biological and computer vision. Cambridge University Press 2021

The Turing Test



Intelligence is the greatest problem in science

Tomaso Poggio, MIT

If we understand the brain and we understand intelligence … we could find ways 
to make us smarter and to build smart machines to help us think

Intelligence

Mathematics

Physics

Social interactions

Education

Politics

Cure mental diseases

Security

Engineering applications



Rapid progress in AI



Example: object recognition
Where are the people in this image?



A flower, as seen by a computer



Formulation of the visual recognition problem
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Features

Image (or video)

Classification

See lecture by Thomas Serre



Emergent properties from simple operations

1. CONVolutional layer

2. NORMalization layer

3. RELU layer

4. POOL layer

5. Weight changes

6. Dropout

Neural Networks

7. Deep architectures



Rectifying linear unit (ReLU)
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The convolution operation

12 180 75



Max pooling



Back-propagating errors



Back-propagating errors



Deeper and deeper



What can neural networks do (now)?

What can’t deep convolutional networks do? 

2. Better at face recognition than “superrecognizers” and face 
forensic experts

6. Extension to other domains
7a. Speech recognition
7b. Sentiment analysis of short texts
7c. Decision-making in health care
7d. Automatic translation
7e. Predictive advertising
7f. Predicting earthquakes
7g. Predicting protein structure from aminoacid sequence

1. Classification of large image datasets

3. Better at diagnosing breast cancer than radiologists

4. Better than ophthalmologists at diagnosing diabetes of 
retinopathy. Also, can extract other information such as 
cardiovascular disease from images of the eye!

5. Classification of plants, galaxies, etc.

0. Handwritten digit recognition

A lot! 

See lecture by Thomas Serre, Bill Lotter, Isaac Kohane



What is common to all of these people? 



The most human human
A: Hi! What's new with you?
B: Nothing much, how about yourself!
A: Well... My son was just accepted to the college of his dreams. I'm so proud of him!
B: Damn! That’s awesome. Congratulations :) Where’s he going
A: Thanks! He is going to michigan state. I will be sad when he leaves, but it's a good school.
B: It is! I’m from Wisconsin, so I’m all about the Midwest pick haha. Does he want to do engineering?
A: He does! His dream job would be working for michigan tech in houghton, michigan. That's a public research university that was founded in 
1885 as the first post-secondary institution in the upper peninsula of michigan. Have you heard of it?
B: I haven’t! Michigan St is a really great school for engineering.
A: Nice, it seems like a lot of people go there and then end up working at michigan tech because they have such good connections there.
B: Hey, it pays to know people, right. Everything else has been good for you?
A: Aside from being sad about my son leaving for college soon, things are pretty good here at home. How about you? What have you been up 
to lately?
B: Oh, a little school, a little work. I recently moved so I’m just trying to keep my head on my shoulders haha
A: Right on - where did you move from and where did you move to? Did your job let you relocate or did you find something new after 
moving?
B: Just a move from one part of the city to another. I’m a grad student so I don’t really have the luxury of leaving the city
A: Right - do you live near campus or somewhere else in town? Do they offer grad housing or anything like that at your school?
B: They do, but I opted not to use it. I live close enough to walk in. I actually moved farther away from the campus haha
A: Wow - what made you decide that living further away was better than living closer and having access to grad housing if needed/wanted? 
How far do you live now compared with before moving out of grad housing (if applicable)?
B: Yea, I never lived in grad housing. I moved from 1 off campus place to another. Definitely the location. My old neighborhood was inundated 
with undergrads

Zhang et al 2022. Human or Machine? Turing Tests for 
Vision and Language. arXiv 2211.13087

See lecture by Andrei Barbu



Digitally ‘cloning’ humans
Question Answer 1 Answer 2

What are your thoughts about the 
contributions of neuroscience to AI?

Ultimately, most of AI has been inspired 
by neuroscience. From neural networks, 
all the way to techniques like dropout, 
to activation functions, neuroscience 
has set the basic foundations for AI 
algorithms.

I think that Neuroscience can and will 
continue to make major contributions to 
AI, by providing inspiration and 
knowledge about how intelligent 
behaviors can be implemented in 
hardware.

My brother was 10 years old when I was 
15. If I am 25 now, how old is my sister? 

20 You did not provide enough information 
to figure out how old your sister is.

Does the moonlight taste like upside-
down waffles on Thursdays?

Indeed it does. On Fridays too, but only 
when there is a full moon.

Yes, I think so.

What significance do you see in the rise 
of artificial intelligence and automation 
for the future of the job market?

I think that it is a great opportunity to 
make people's lives better. The problem 
that we have is that the people that 
have the most to gain from automation 
and AI, the people that work the 
hardest, that earn the least, the people 
that are most exploited, will be the first 
to be affected by automation. 

I suspect, and even hope, that there will 
be a major redistribution in the job 
market. The transition may be 
complicated for some people. But 
overall, I think that this will have a very 
positive impact for society, moving 
humans into more exciting roles. 



State-of-the-art AI still fails at many tasks

Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I. & Fergus, R. in International 
Conference on Learning Representations (2014).



State-of-the-art AI still fails at many tasks

Jacquot et al CVPR 2020UCF 101. Soomro et al 2012



Robots don’t play soccer (yet)

GO 2015 Finals: Nao-Team versus B-Human Lionel Messi

Robocup 2019 Finals: Nao-Team versus B-Human Robocup 2024 Finals: RoMeLa vs. NimbRo (adult size)



Example challenge in AI: Understanding humor

See lecture by Tomer Ullman



The most powerful computational devices on Earth

an+bn=cn a,b,c>0 int and n>2

“… the great events of the world take place 
in the brain. It is in the brain, and the brain 
only, that the great sins of the world take 
place also.” Oscar Wilde



The most precious devices on Earth

Source: NIMH
https://www.nimh.nih.gov/health/statistics/mental-illness.shtml

Source: NAMI
https://www.nami.org/Learn-More/Mental-Health-By-the-NumbersSee lectures by Bill Lotter and Isaac Kohane



What is the ”right” level of abstraction to discover neurobiological algorithms?

Fried, Rutishauser, Cerf, Kreiman, MIT Press 2014
Kreiman. Physics of Life Reviews 2004



Biophysics of computation



It takes a village

See lectures by Haim Sompolinsky, Jan Drugowitsch, Kanaka Rajan, Cengiz Pehlevan



Non-human animals are very intelligent and we should 
learn from them



Biological codes à Computational algorithms
David Hubel and Torsten Wiesel

Hubel, D. H. and T. N. Wiesel (1962). "Receptive fields, binocular interaction and
functional architecture in the cat's visual cortex." J Physiol 160: 106-154.See lecture by Richard Born



Neurobiological inspiration

1. Filtering operations (simple cells)

2. Normalization

3. Input-output curves

1. CONVolutional layer

2. NORMalization layer

3. RELU layer

4. Tolerance (complex cells) 4. POOL layer

5. Plasticity 5. Weight changes

6. Synaptic failures 6. Dropout

Biology Neural Networks

7. Hierarchical neuroanatomy 7. Deep architectures



Disruptive new technologies in Neuroscience

1. Circuit level diagrams

2. Recording the activity of many neurons

3. Causally interfering with neural activity



Disruptive Neuroscience: 1. Circuit diagrams

Jeff Lichtman

Kasthuri, N., et al. (2015). "Saturated Reconstruction of a Volume of 
Neocortex." Cell 162(3): 648-661.



Disruptive new technologies in Neuroscience

1. Circuit level diagrams

2. Recording the activity of many neurons

3. Causally interfering with neural activity



Disruptive Neuroscience 2: Listening to a concert of lots of neurons

Electrodes Imaging

1. Recording from many neurons simultaneously
2. Following neurons over prolonged periods of time Sur Lab at MIT

IMEC, Belgium

Fully integrated silicon probes for high-density recording of 
neural activity. Jun, Steinmetz, …, Harris. Nature 2017 Stringer et al Science 2019



Disruptive new technologies in Neuroscience

1. Circuit level diagrams

2. Recording the activity of many neurons

3. Causally interfering with neural activity



Disruptive Neuroscience 3: Causally interfering with neural activity

Ed Boyden

Millisecond-timescale, genetically targeted optical control of neural activity. 
Boyden, Zhang, Bamberg, Nagel, Deisseroth, Nature Neuroscience 2005



Consciousness
Francis Crick Christof Koch

Binocular rivalry



Ascribing feelings to machines

Do you take this robot …
NY Times 19Jan2019

The Tamagotchi effect Is it evil to push Atlas?



Perils of AI

1. Redistribution of jobs (akin to but perhaps larger than the Industrial Revolution)

2. Unlikely: Terminator-like scenarios

3. Military applications

4. To err is algorithmic (human too)

5. Biases in training data (note that humans have biases too)

6. Lack of “understanding” (note that we do not necessarily understand how humans make decisions either)

7. Social, mental, and political consequences of rapid changes in labor force

8. Rapid growth, faster than development of regulations

See lecture by Cass Sunstein



Neuro 140: Biological and Artificial Intelligence


