
common in animals (for example, see ref. 17); the lack of functional
transfer may re¯ect a stringent barrier imposed by genetic code
incompatibilities in animals but not plants. Multiple, probably
mostly ancient, losses have been inferred for many mitochondrial
and chloroplast genes across the broad sweep of eukaryotic evolu-
tion18±20. However, corresponding nuclear genes have generally been
isolated from at most a single loss lineage, and therefore the
incidence of (parallel) gene transfer is unclear.

The high rates of rps10 loss and transfer in angiosperms seem to
equal or exceed rates of two much simpler and, one would think,
much more likely classes of mitochondrial mutations in angios-
perms. These include intron loss (Fig. 1; our own unpublished data)
and perhaps even the trivial mutation of substitution at a silent site
in a protein gene. This is surprising, considering that functional
gene transfer is such a complex, multistep process, involving reverse
transcription of a mitochondrial messenger RNA, movement to the
nucleus, chromosomal integration, gain of a nuclear promoter and
other regulatory elements, gain of a presequence (usually), and,
ultimately, mitochondrial gene loss. Relocation of rps10 to the
nucleus is occurring at a dizzying pace in angiosperms, with the
many cases showing a remarkable range of opportunistic gene
fusions and co-options leading to functional activation with or
without gain of a mitochondrial presequence. M

Methods
Total cellular DNA and RNA were isolated as described3. For Southern blot hybridization,
total genomic DNAs were cut with HindIII, electrophoresed, blotted and hybridized3 at
moderate stringency (60 8C in 5 ´ SSC; washes at 60 8C in 2 ´ SSC). We isolated nuclear
(16) and mitochondrial (30) rps10 genes by PCR, reverse transcription-PCR and 59 rapid
ampli®cation of cDNA ends as described3 (see Supplementary Information for primers
and inverse PCR). All PCR products were sequenced directly, or cloned using the TA
cloning kit (Invitrogen) followed by sequencing of multiple clones. Maximum likelihood
analyses were conducted using PAUP*4.0b3a (ref. 21). We used the HKY85 model,
assuming a discrete gamma distribution with four categories of site-to-site rate variability.
For each analysis, we estimated the transition/transversion ratio and base frequencies
using Tree-PUZZLE (version 4.02 (ref. 22)) under the HKY model of evolution, with
gamma-distributed rates and parameter estimation set to `approximate'. We excluded the
®ve RNA editing sites. Our analyses used heuristic searches with random-taxon addition
(10 replicates) and TBR branch-swapping. We carried out all analyses at least twice until a
stable topology was achieved. Bootstrapping was done using PAUP* as above, with
stepwise addition and 100 replicates.

The mitochondria from soybean cotyledons23 and potato tubers24 were prepared.
35S-labelled RPS10 precursor proteins were synthesized from cDNA clones and imported
into the isolated mitochondria in vitro25. In some cases, smaller precursor proteins were
denatured before import26.
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Vivid visual images can be voluntarily generated in our minds in
the absence of simultaneous visual input. While trying to count
the number of ¯owers in Van Gogh's Sun¯owers, understanding a
description or recalling a path, subjects report forming an image
in their `̀ mind's eye''1. Whether this process is accomplished by
the same neuronal mechanisms as visual perception has long been
a matter of debate1±3. Evidence from functional imaging1,4±8,
psychophysics1,9, neurological studies2 and monkey electrophy-
siology10±12 suggests a common process, yet there are patients with
de®cits in one but not the other3,13. Here we directly investigated
the neuronal substrates of visual recall by recording from single
neurons in the human medial temporal lobe14,15 while the subjects
were asked to imagine previously viewed images. We found single
neurons in the hippocampus, amygdala, entorhinal cortex and
parahippocampal gyrus that selectively altered their ®ring rates
depending on the stimulus the subjects were imagining. Of the
neurons that ®red selectively during both vision and imagery, the
majority (88%) had identical selectivity. Our study reveals single
neuron correlates of volitional visual imagery in humans and

© 2000 Macmillan Magazines Ltd



letters to nature

358 NATURE | VOL 408 | 16 NOVEMBER 2000 | www.nature.com

suggests a common substrate for the processing of incoming
visual information and visual recall.

We directly studied the neuronal correlates of visual imagery by
recording from single neurons in the human brain. Subjects were
nine patients with pharmacologically intractable epilepsy implanted
with chronic electrodes to localize the seizure foci for possible
surgical resection14. Based on clinical criteria, electrodes were
implanted bilaterally in the amygdala, entorhinal cortex, hippo-
campus and parahippocampal gyrus. We compared the selectivity of
the neurons during vision and visual imagery for different stimuli.
Two images were separately shown for 1,000 ms per presentation
and ®ve repetitions per image (Fig. 1a, b). Figures were drawn from
the following nine groups: faces showing emotions, household
objects, spatial layouts, cars, animals, drawings and photographs
of famous people, foodstuffs and complex patterns15. Subsequently,
the subjects closed their eyes and imagined one of the two pictures
shown upon listening to a high or low tone (Fig. 1d). Tones were
alternated every 3,000 ms and there were ®ve repetitions of the tones
per image. Visual imagery was veri®ed by debrie®ng after each pair
of pictures.

We recorded from 276 single neurons in the medial temporal lobe
(Table 1). We found that some of the neurons showed selective
changes in ®ring rate while subjects viewed the ®gures and when
they were visually recalling the images with closed eyes. A neuron
was considered to be selective to one of the stimulus groups if:
(1) the ®ring rate during stimulus presentation was signi®cantly
different from the baseline activity (Wilcoxon test); (2) the response

was different from that to stimuli from all other stimulus groups
(analysis of variance (ANOVA) and pairwise Wilcoxon compari-
sons); and (3) no signi®cant differences were found in the response
to distinct individual stimuli within the group (ANOVA).

The baseline activity of the neurons during vision was computed
in the 1,000-ms interval before each presentation. During visual
imagery, we avoided comparing to a baseline between tones when
subjects could still be imagining the stimuli; instead, we used the
1,000-ms interval before the ®rst tone. Neuronal activity during the
baseline constitutes a potential concern in visual imagery
experiments1,5,7. There was no signi®cant difference in the ®ring
rate of any of the neurons in the vision and imagery baselines
(Wilcoxon test, P . 0.2). Furthermore, both baselines were indis-
tinguishable from the spontaneous activity of the neurons com-
puted over the entire experimental session.

Figure 2a shows an example of activity recorded from a neuron in
the entorhinal cortex that increased its ®ring rate selectively when
the subject viewed pictures of objects. The mean ®ring rate during
the interval between 100 and 1,000 ms after stimulus onset for
objects was 16.8 6 3.6 (mean 6 s.d.) spikes per second. This was
signi®cantly higher than the baseline and also higher than the
activity for all other types of stimulus (ANOVA and pairwise
comparisons, P , 10-3). The same neuron also increased its ®ring
rate when the patient recalled the objects with closed eyes (Fig. 2b),
but not when the subject imagined other stimuli. Activity recorded
from another example of a neuron that showed selective changes in
®ring rate during vision and visual recall is shown in Fig. 3. This

Table 1 Number of responsive and selective neurons

Amygdala Entorhinal cortex Hippocampus Parahippocampal gyrus Total
...................................................................................................................................................................................................................................................................................................................................................................

n 89 78 91 18 276
Visual responsive 12 (13%) 16 (21%) 17 (19%) 4 (22%) 49 (18%)
Visual selective 9 (10%) 14 (18%) 17 (19%) 4 (22%) 44 (16%)
Imagery responsive 8 (9%) 11 (14%) 9 (10%) 5 (28%) 33 (12%)
Imagery selective 4 (4%) 8 (10%) 8 (9%) 3 (17%) 23 (8%)
Both selective 3 (75%) 6 (75%) 5 (63%) 2 (67%) 16 (70%)
...................................................................................................................................................................................................................................................................................................................................................................

Number of responsive and selective neurons detected out of the number of neurons recorded in each location (n). The percentages for the responsive and selective neurons are based on the total number of
recorded neurons. `Both selective' indicates those neurons selective during vision and imagery. For these, the percentages are based on the total number of imagery selective neurons. Of the 16 neurons
selective during both processes, 14 showed the same selectivity. The neurons were selective for faces, objects, spatial layouts and other stimuli. A x2 test14 to address the probability of obtaining the number
of selective neurons by chance yielded P , 0.01 for the 28 vision-only neurons, P = 0.04 for the 7 imagery-only neurons and P , 10-5 for the 16 neurons selective during both.
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Figure 1 Individual responses of a single neuron during vision and imagery. a, Two

images were shown separately for 1,000 ms each, ®ve repetitions per image, indicated by

horizontal black and white bars in b. After each picture, subjects pressed a button

indicating whether the picture was a human face. c, Activity from a neuron in the

entorhinal cortex; the continuous line shows the spike density function. After 10 visual

presentations, subjects closed their eyes and imagined one or the other picture upon

hearing a high or low tone. d, Tones were alternated every 3,000 ms. e, Data from the

same neuron during visual imagery. This neuron showed an increased ®ring rate for

pictures of objects (P , 10-3) during both vision and imagery.
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amygdala neuron (from a different patient) showed an increased
®ring rate when the subject saw pictures of animals and when she
formed mental images of the same pictures, but not during vision or
recall of other stimuli.

We found a total of 44 neurons (16% of all recorded neurons) that
showed selective changes in ®ring rate during visual presentation
(Table 1). There were 23 neurons (8%) that showed selective
changes in ®ring rate while subjects visually imagined the same
stimuli. Of these 23 neurons, 7 (30%) were activated exclusively
during imagery whereas 16 (70%) were selective during vision.
Remarkably, of these 16 neurons, 14 (88%) showed the same
selectivity during vision and visual imagery. While the signi®cance
criterion was set to 0.05, most of the P values (vision: 78%; imagery:
67%) were below 0.01. Assuming a null hypothesis of independence
between vision and imagery, at the 0.01 level we would expect
approximately one neuron in 90,000 to show the same selectivity
during both vision and imagery by chance. We found 10 neurons in

our sample of 276 neurons with P , 0.01 (and 14 with P , 0.05)
that responded with the same selectivity during vision and
imagery. As is consistent with the longer period of the imagery
task and the more temporally diffuse nature of imagery, the
latencies and the time of peak activity were longer and more variable
for imagery than for vision (latency was 282 6 191 ms for vision and
409 6 291 ms for imagery; peak time was 665 6 247 ms for vision
and 1,482 6 921 ms for imagery).

Does the ®ring rate of the neurons during vision differ during
imagery of the same stimuli? To address this question, for the 14
neurons with the same selectivity we computed the ®ring rate over
the whole stimulus period for the selective stimuli and divided it by
the baseline activity. There was a strong correlation between this
normalized ®ring response for vision and visual imagery (r2 = 0.90).
The slope between the activity during vision and imagery was 0.74,
indicating that the ®ring rates were about 25% higher during vision.
As the duration of the selective response was typically shorter than

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

-1 0 1 2 
0

10

20

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

0 1 2 3 
0

5

10

15

a

b

sp
ik

es
 s

–1
sp

ik
es

 s
–1

Emotional face (25) Object (15) Spatial (25)

Animal (15) Car (10) Face drawings (15)

Famous (20) Food (10) Patterns (15)

Time (s)

Emotional face (25) Object (15) Spatial (25)

Animal (15) Car (10) Face drawings (15)

Famous (20) Food (10) Patterns (15)

Time (s)

Figure 2 Responses of the same neuron as in Fig. 1 during vision and visual imagery.

a, During vision; b, during visual imagery. The post-stimulus time histograms were

computed by averaging activity for all stimuli within each stimulus group (the total number

of presentations is indicated in parentheses) using a bin size of 200 ms. This neuron

increased its ®ring rate over the baseline (P , 10-4) upon visually presenting objects but

not other stimuli. An ANOVA and pairwise comparisons indicated that the response to

objects was signi®cantly different from that to other stimuli (P , 10-3). The neuron also

increased its activity when the subject recalled the same objects in her mind with eyes

closed (comparison with baseline, ANOVA and pairwise comparisons: P , 0.001) but not

during imagery of other stimuli. There was no signi®cant difference in the responses to

distinct objects (vision P . 0.2; imagery P . 0.2).
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Figure 3 Responses of a selective neuron in the left amygdala of a different subject during

vision and visual imagery. a, During vision; b, during visual imagery. This neuron

increased its ®ring rate over the baseline upon visually presenting animals (P , 10-5) and

also during imagery of animals (P , 10-4) but not to other stimuli. ANOVA and pairwise

comparisons also showed that the response of this neuron was highly selective during

both vision (P , 10-3) and visual imagery (P , 10-3). There was no signi®cant difference

in the responses to distinct animals (vision P . 0.15; imagery P . 0.3).
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the whole stimulus period (mean 560 6 292 ms for vision and
948 6 580 ms for imagery), this ®ring rate is an underestimation of
the response of the neuron. Furthermore, the intervals in the two
tasks were different. We therefore computed the ®ring rates in a 600-
ms period centred on the peak ®ring rate. The correlation coef®cient
between the ®ring rate in this interval during vision and imagery
was 0.95 and the slope was 0.85 (Fig. 4a). Given the weaker percept
during imagery, it may seem surprising that the difference in ®ring
responses is so small. Yet, in our sample there were fewer cells
recruited during visual imagery than during vision (Table 1).
Similar results were observed by functional imaging studies7.
Selectivity to one of the categories may be due to physical similarity
between the stimuli. The correlation of ®ring rates between vision
and imagery was also high for individual ®gures (r2 = 0.93, slope is
0.88; see for example Fig. 1.) Therefore, the correlation does not rely
on category selectivity. Furthermore, there was no signi®cant
difference between the responses to distinct individual stimuli
within the selective group for the selective neurons (ANOVA,
vision P . 0.1; imagery P . 0.15.)

Is it possible for an ideal observer to predict the group of the
stimulus that the subject was viewing or imagining on the basis of
the ®ring rate of a single neuron? Figure 1 shows a particularly clear
example of selective ®ring in a single repetition of the neuron whose
average activity was depicted in Fig. 2. By observing the activity of
this neuron, it is possible to predict with rather high accuracy what
the subject was viewing (Fig. 1c) or imagining (Fig. 1e). We
addressed this question quantitatively by carrying out a receiver
operating characteristic analysis16. This yielded the minimum prob-
ability of error, Pe, in classifying the stimulus as belonging to the
preferred category or not on the basis of the average ®ring rate15.
Pe = 0 corresponds to perfect classi®cation and Pe = 0.5 to chance
performance. Pe ranged from 0.10 to 0.44 for vision (0.28 6 0.07)
and from 0.08 to 0.46 for visual imagery (0.27 6 0.06). There was a
strong correlation in the Pe values for the neurons selective in both
vision and imagery (Fig. 4b).

Extrastriate areas in the human brain are specialized for proces-
sing complex visual input. For instance, functional magnetic reso-
nance imaging studies show areas specialized for faces17 and places18.
Neurons in monkey extrastriate cortex respond selectively to
complex stimuli19±22. Their activity represents the pictorial short-
term memory11,23,24 and neuronal correlates of visual recall and

prospective coding have been described in monkeys10±12. Further-
more, these studies show top-down interactions between prefrontal
and temporal cortex during recall. These neurons project to the
medial temporal lobe20,25 where lesions lead to speci®c visual de®cits
in both macaques and humans2,17,19,20,26,27. Furthermore, electrical
stimulation in the human temporal lobe can interfere with28,29 or
elicit visual recall30.

We observed three different types of selective neurons. Some
neurons responded during processing of incoming visual informa-
tion but not during imagery (28/44). There were also neurons
activated only during visual recall (7/23), which may be involved in
retrieval mechanisms dissociated from vision3,13. Finally, some
neurons responded selectively during both vision and imagery
(16/23). Of these 16 neurons, 14 showed identical selectivity.
There are patients with de®cits in both vision and imagery1,2, but
some neurological lesions yield impairments in one but not the
other3,13. There is considerable convergence of input to the medial
temporal lobe and it is plausible that these lesions involve neuronal
systems that project to neurons in the areas studied here. We did not
®nd regional segregation of neurons selective during vision and
imagery; both were found in all regions (Table 1). Although our data
suggest shared neuronal representation in the medial temporal lobe,
it does not rule out the possibility of segregation between these
processes.

Our results provide a rare opportunity to observe the activity
of single neurons in the human brain directly in the absence of
external visual stimulation. This activity may represent the retrieval
of the picture information from memory or the maintenance of the
visual percept during imagination. The ®ring of these neurons could
represent a correlate of the percept common to vision and imagery.
Given the prominent role of the medial temporal lobe in declarative
memory, it also seems possible that these neurons could be activated
during storage of incoming visual inputs and later reactivated
during the mnemonic retrieval process required for imagery. M

Methods
Subjects and electrode implantation

Subjects were nine patients (21±42 years old, four male, seven right-handed) with
pharmacologically intractable epilepsy. Extensive non-invasive monitoring did not yield
concordant data corresponding to a single resectable focus and, therefore, they were
implanted with chronic depth electrodes for 1±2 weeks to determine the seizure focus for
possible surgical resection14,15. The surgeries were performed by I.F. All studies conformed
with the guidelines of the Medical Institutional Review Board at UCLA. Four of the
patients also participated in a previous study where only visual responses were examined15.
The location of the electrodes was veri®ed by structural magnetic resonance imaging. The
electrode locations were based exclusively on clinical criteria. The recordings during
seizures were used to localize the focus. We note that generalization about normal
neuronal function from recordings in epileptic patients constitutes a potential limitation.
However, 87% of the recorded neurons were outside the clinically determined epilepto-
genic zone and we did not observe differences in waveforms or response properties in
neurons near the seizure focus.

Tasks and recordings

During vision, two images were separately shown for 1,000 ms (Fig. 1a and b). In the ®rst
two patients, only faces, objects and spatial layouts were presented. After each picture, a
tone reminded the subjects to press a button indicating whether the picture was a human
face. Subsequently, subjects closed their eyes and imagined one or the other picture upon
listening to high and low tones alternated every 3,000 ms (Fig. 1d). This was repeated for
approximately 30 different pairs of images during each session, 2±4 sessions per patient,
depending on clinical constraints. Imagery was veri®ed by debrie®ng following each
repetition by requesting detailed descriptions and asking whether subjects could form
visual images. Each image appeared in only one pair. Three neurons (none selective)
showed a different activity to high and low tones per se. We compared the activity before
and after the behavioural response and the peri-response activity to the baseline. None of
the visual or imagery neurons showed ®ring related to pressing the button. We also
observed selectivity previously without behavioural responses14.

Data from each recorded microwire were ampli®ed, high-pass ®ltered and stored for
off-line cluster separation (Datawave). Because the microelectrodes were chronically
implanted, no selection of neurons by moving the electrodes was performed. Typically,
neurons recorded from the same microwire as a selective neuron were not selective. We did
not ®nd evidence of spatial segregation of selective responses within any region. Because
the location of the electrodes was ®xed and based on clinical criteria, we were not able to
address what happens in lower visual areas.
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Figure 4 Comparison of ®ring rates and Pe between vision and imagery. a, Correlation of

®ring rates between vision and visual imagery for the 14 neurons that showed the same

selectivity (Table 1). The ®ring rate was computed in a 600-ms window centred on the

response peak and normalized by the baseline. The dashed line indicates y = x. The solid

line shows a linear ®t (slope is 0.85; correlation coef®cient is 0.95; r2 between the

absolute ®ring rates is 0.93 and r2 between the ®ring rates after subtracting the baseline is

0.97). The error bars correspond to standard deviation. b, Probability of error (Pe) in

predicting the visual or the imagined percept on the basis of the ®ring rate of a single

neuron. The Pe ranges from 0 (perfect classi®cation) to 0.5 (chance performance). The

dashed line shows y = x. The solid line indicates the linear ®t (slope is 0.79; r2 = 0.89).

The examples from the previous ®gures are indicated by squares.
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Data analysis

A neuron was considered selective to a stimulus group if: (1) the ®ring rate during stimulus
presentation was different from the preceding baseline (Wilcoxon test, , 0.05), (2) an
analysis of variance and pairwise comparisons (Wilcoxon test) addressing whether there
were differences among the stimulus groups yielded P , 0.05 and (3) an ANOVA
(parametric and non-parametric) comparing the variability to distinct stimuli within the
selective category to the variability to repeated presentations of the same stimulus showed
P.0.05. We observed neurons selective to faces, objects, spatial layouts and other stimuli.

If the across-groups comparisons were not signi®cant but the activity was different from
baseline, the neuron was de®ned as responsive but non-selective. To take into account any
effects due to the different intervals we also compared the responses in a 600-ms window
centred on the peak ®ring rate. The peak, latency and duration were estimated from the
spike density function15. For the selective neurons we computed the probability of error,
Pe, for classifying the stimulus as belonging to the preferred stimulus category or not15,16.
We did not observe any difference between the right and left hemisphere neurons.
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Signals derived from the rat motor cortex can be used for
controlling one-dimensional movements of a robot arm1. It
remains unknown, however, whether real-time processing of
cortical signals can be employed to reproduce, in a robotic
device, the kind of complex arm movements used by primates
to reach objects in space. Here we recorded the simultaneous
activity of large populations of neurons, distributed in the pre-
motor, primary motor and posterior parietal cortical areas, as
non-human primates performed two distinct motor tasks. Accu-
rate real-time predictions of one- and three-dimensional arm
movement trajectories were obtained by applying both linear and
nonlinear algorithms to cortical neuronal ensemble activity
recorded from each animal. In addition, cortically derived signals
were successfully used for real-time control of robotic devices,
both locally and through the Internet. These results suggest that
long-term control of complex prosthetic robot arm movements
can be achieved by simple real-time transformations of neuronal
population signals derived from multiple cortical areas in
primates.

Several interconnected cortical areas in the frontal and parietal
lobes are involved in the selection of motor commands for produc-
ing reaching movements in primates2±8. The involvement of these
areas in many aspects of motor control has been documented
extensively by serial single-neuron recordings of primate
behaviour2,3,8,9, and evidence for distributed representations of
motor information has been found in most of these studies10±13,
but little is known about how these cortical areas collectively
in¯uence the generation of arm movements in real time. The
advent of multi-site neural ensemble recordings in primates14 has
allowed simultaneous monitoring of the activity of large popula-
tions of neurons, distributed across multiple cortical areas, as
animals are trained in motor tasks15. Here we used this technique
to investigate whether real-time transformations of signals gener-
ated by populations of single cortical neurons can be used to mimic
in a robotic device the complex arm movements used by primates to
reach for objects in space.

Microwire arrays were implanted in multiple cortical areas of two
owl monkeys (Aotus trivirgatus)14±16. In the ®rst monkey, 96 micro-
wires were implanted in the left dorsal premotor cortex (PMd, 16
wires), left primary motor cortex (MI, 16 wires)17,18, left posterior
parietal cortex (PP, 16 wires), right PMd and MI (32 wires), and
right PP cortex (16 wires). In the second monkey, 32 microwires
were implanted in the left PMd (16 wires) and in the left MI (16
wires). Recordings of cortical neural ensembles began 1±2 weeks
after the implantation surgery and continued for 12 months in
monkey 1, and 24 months in monkey 2. During this period, the
monkeys were trained in two distinct motor tasks. In task 1, animals
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