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to the system, which was then given a variable
time for formation and crystallization of
the vortices.

The vortex cores are far too small to be
resolved by optical imaging. So Zwierlein and
colleagues magnified the vortex cores and the
whole vortex lattice by turning off the laser
trap and releasing the system into free space,
where it expanded. They also increased the
size of the vortex cores, and thus their visibil-
ity, by changing the interaction strength dur-
ing the expansion. 

The authors first demonstrated the forma-
tion of vortex lattices in the lithium gas in the
molecular BEC regime. Here the size of the
fermion pairs is small compared with the
typical interparticle distances, and a closely
bound, bosonic molecule is formed (Fig. 1b).
In the strongly interacting regime close to the
Feshbach resonance on the BCS side, the pair
size is comparable to typical interparticle dis-
tances. Here, the fermion pairs cannot bind
together to form isolated molecules — yet sim-
ilar vortex patterns were observed (Fig. 1c).
The time required for the formation of the
vortex lattice was about a hundred times
longer than the expansion timescale — ruling
out the possibility that vortices are formed
during expansion.

The spectacular observation of vortices in a
Fermi gas heralds the advent of a new era of
research reaching far beyond Bose–Einstein
condensation. As an immediate experimental
step, interfering light fields can be used to
simulate a crystal lattice13, providing a unique
tool for solving problems in condensed-matter
physics14. And the amazing level of control
demonstrated in the work of Zwierlein et al.3

can be extended to more sophisticated systems
— mixed Fermi systems could be used to sim-
ulate a nucleus of protons and neutrons, or
exotic superconductors. This final proof of
superfluidity in a Fermi system opens fantas-
tic new prospects for many different fields of
many-body quantum physics. ■
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A more technical term for the grandmother
issue is ‘sparseness’ (Fig. 1). At earlier stages in
the brain’s object-representation pathway, the
neural code for an object is a broad activity
pattern distributed across a population of neu-
rons, each responsive to some discrete visual
feature4. At later processing stages, neurons
become increasingly selective for combina-
tions of features5, and the code becomes
increasingly sparse — that is, fewer neurons
are activated by a given stimulus, although the
code is still population-based6. Sparseness has
its advantages, especially for memory, because
compact coding maximizes total storage
capacity, and some evidence suggests that
‘sparsification’ is a defining goal of visual infor-

NEUROSCIENCE

Friends and grandmothers
Charles E. Connor

How do neurons in the brain represent movie stars, famous buildings
and other familiar objects? Rare recordings from single neurons in
the human brain provide a fresh perspective on the question. 

‘Grandmother cell’ is a term coined by J. Y.
Lettvin to parody the simplistic notion that the
brain has a separate neuron to detect and rep-
resent every object (including one’s grand-
mother)1. The phrase has become a shorthand
for invoking all of the overwhelming practical
arguments against a one-to-one object coding
scheme2. No one wants to be accused of believ-
ing in grandmother cells. But on page 1102 of
this issue, Quiroga et al.3 describe a neuron in
the human brain that looks for all the world
like a ‘Jennifer Aniston’ cell. Ms Aniston could
well become a grandmother herself someday.
Are vision scientists now forced to drop their
dismissive tone when discussing the neural
representation of matriarchs?

Figure 1 | Sparseness and invariance in neural coding of visual stimuli. The blue and yellow pixel plots
represent a hypothetical neural population. Each pixel represents a neuron with low (blue) or high
(yellow) activity. In distributed coding schemes (left column), many neurons are active in response to
each stimulus. In sparse coding schemes (right column), few neurons are active. If the neural
representation is invariant (top row), different views of the same person or object evoke identical
activity patterns. If the neural representation is not invariant (bottom row), different views evoke
different activity patterns. The implication of Quiroga and colleagues’ results3, at least as far as vision is
concerned, is that neural representation is extremely sparse and invariant.

Distributed

In
va

ri
an

t

Sparse

N
on

-i
nv

ar
ia

nt

23.6 n&v 1035 MH  17/6/05  5:06 PM  Page 1036

Nature  Publishing Group© 2005

© 2005 Nature Publishing Group 

 



NATURE|Vol 435|23 June 2005 NEWS & VIEWS

1037

mation processing7,8. Grandmother cells are
the theoretical limit of sparseness, where the
representation of an object is reduced to a
single neuron.

Quiroga and colleagues3 report what seems
to be the closest approach yet to that limit.
They recorded neural activity from structures
in the human medial temporal lobe that are
associated with late-stage visual processing
and long-term memory. The structures
concerned were the entorhinal cortex, the
parahippocampal gyrus, the amygdala and
the hippocampus, and the recordings were
made in the course of clinical procedures to
treat epilepsy.

The first example cell responded signifi-
cantly to seven different images of Jennifer
Aniston but not to 80 other stimuli, including
pictures of Julia Roberts and even pictures of
Jennifer Aniston with Brad Pitt. The second
example cell preferred Halle Berry in the same
way. Altogether, 44 units (out of 137 with sig-
nificant visual responses) were selective in this
way for a single object out of those tested.

The striking aspect of these results is the
consistency of responses across different
images of the same person or object. This
relates to another major issue in visual coding,
‘invariance’ (Fig. 1). One of the most difficult
aspects of vision is that any given object must
be recognizable from the front or side, in light
or shadow, and so on. Somehow, given those
very different retinal images, the brain consis-
tently invokes the same set of memory associ-
ations that give the object meaning. According
to ‘view-invariant’ theories, this is achieved in
the visual cortex by some kind of neural calcu-
lation that transforms the visual structure in
different images into a common format9–11.
According to ‘view-dependent’ theories, it is
achieved by learning temporal associations
between different views and storing those
associations in the memory12–14.

Quiroga and colleagues’ results3 set a new
benchmark for both sparseness and invari-
ance, at least from a visual perspective. Most
of the invariant structural characteristics in
images of Jennifer Aniston (such as relative
positions of eyes, nose and mouth) would be
present in images of Julia Roberts as well.
Thus, any distributed visual coding scheme
would predict substantial overlap in the neural
groups representing Aniston and Roberts;
cells responding to one and not the other
would be rare. The clean, visually invariant
selectivity of the neurons described by
Quiroga et al. implies a sparseness bordering
on grandmotherliness.

However, as the authors discuss, these
results may be best understood in a somewhat
non-visual context. The brain structures that
they studied stand at the far end of the object-
representation pathway or beyond, and their
responses may be more memory-related than
strictly visual. In fact, several example cells
responded not only to pictures but also to the
printed name of a particular person or object.

Clearly, this is a kind of invariance based on
learned associations, not geometric trans-
formation of visual structure, and these cells
encode memory-based concepts rather than
visual appearance. 

How do you measure sparseness in concep-
tual space? It’s a difficult proposition, requir-
ing knowledge of how the subject associates
different concepts in memory. The authors did
their best (within the constraints of limited
recording time) to test images that might be
conceptually related. In one tantalizing exam-
ple, a neuron responded to both Jennifer Anis-
ton and Lisa Kudrow, her co-star on the
television show Friends. What seems to be a
sparse representation in visual space may be a
distributed representation in sitcom space! In
another example, a neuron responded to two
unrelated stimuli commonly used by Quiroga
et al. — pictures of Jennifer Aniston with Brad
Pitt and pictures of the Sydney Opera House.
This could reflect a new memory association
produced by the close temporal proximity of
these stimuli during the recording sessions,
consistent with similar phenomena observed
in monkey temporal cortex15.

Thus, Quiroga and colleagues’ findings may
say less about visual representation as such
than they do about memory representation
and how it relates to visual inputs. Quiroga et
al. have shown that, at or near the end of the
transformation from visual information about

object structure to memory-related concep-
tual information about object identity, the
neural representation seems extremely sparse
and invariant in the visual domain. As the
authors note, these are predictable character-
istics of an abstract, memory-based represen-
tation. But I doubt that anyone would have
predicted such striking confirmation at the
level of individual neurons. ■
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EARTH SCIENCE

New Madrid in motion 
Martitia P. Tuttle 

A new network of geodetic field stations has greatly improved monitoring
of relative motion across a seismic zone in the central United States. It
seems that rapid deformation is occurring across this fault system.

The New Madrid seismic zone lies 50–200 km
from Memphis, Tennessee, and was the site of
devastating earthquakes in 1811 and 1812.
These earthquakes included three mainshocks
and many aftershocks, with the largest earth-
quake having an estimated1,2 magnitude of
7.4–8.1. Historically, New Madrid has been the
most seismically active region in central and
eastern North America — what hazard might
it pose today?

This question has been the subject of vigor-
ous debate in the Earth science and earth-
quake engineering communities3,4. The report
by Smalley et al. (page 1088 of this issue)5 will
enlighten that debate. From high-precision
Global Positioning System (GPS) measure-
ments, made with a newly installed network of
field stations, they conclude that the New
Madrid seismic zone is rapidly deforming at
rates of the same order of magnitude as those
at the boundaries of tectonic plates. This result

contradicts earlier estimates of low rates of
deformation or strain accumulation6, but is
consistent with geological evidence for the
occurrence of repeated 1811–1812-type (New
Madrid) events in the past 2,000 years7,8. 

During the past 12 years, geologists found
a record of New Madrid events in the form of
earthquake-related features, known as sand
blows (Fig. 1, overleaf). The sand blows
formed as a result of liquefaction, a process by
which water-saturated sandy sediment below
the surface is liquefied and vented on the
ground in response to strong earthquake shak-
ing. Detailed study of hundreds of sand blows,
some of which are associated with Native
American archaeological sites, led to the inter-
pretation that they formed during three,
possibly four, New Madrid events of magni-
tude 7.6 or greater in the past 2,000 years8. 

In the 1990s, geophysicists undertook
GPS measurements using a network of field
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