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Abstract

Our education system comprises a series of curricula.
For example, when we learn mathematics at school, we
learn in order from addition, to multiplication, and later
to integration. Delineating a curriculum for teaching
either a human or a machine shares the underlying
goal of maximizing the positive knowledge transfer from
early to later tasks and minimizing forgetting of the
early tasks. Here, we exhaustively surveyed the effect
of curricula on existing continual learning algorithms in
the class-incremental setting, where algorithms must learn
classes one at a time from a continuous stream of data.
We observed that across a breadth of possible class orders
(curricula), curricula influence the retention of information
and that this effect is not just a product of stochasticity.
Further, as a primary effort toward automated curriculum
design, we proposed a method capable of designing and
ranking effective curricula based on inter-class feature
similarities. We compared the predicted curricula against
empirically determined effectual curricula and observed
significant overlaps between the two. To support the
study of a curriculum designer, we conducted a series of
human psychophysics experiments and contributed a new
Continual Learning benchmark in object recognition. We
assessed the degree of agreement in effective curricula
between humans and machines. Surprisingly, our
curriculum designer successfully predicts an optimal set of
curricula that is effective for human learning. There are
many considerations in curriculum design, such as timely
student feedback and learning with multiple modalities.
Our study is the first attempt to set a standard framework
for the community to tackle the problem of teaching humans
and machines to learn to learn continuously.

1. Introduction
When learning mathematics, students advance through

a curriculum that guides them to first learn addition, then

Addition Multiplication Integration

time = 1 time = 2

∫0
22xdx = 42 ✕ 2 = 42 + 2 = 4

What class should we learn first?

time = 3

Figure 1. Curriculum in a school setting. A natural
math curriculum prescribes learning about addition before
multiplication, and learning both of these before learning about
integrals. Similarly, in order to teach machines to learn to
recognize numbers, what would be the best teaching sequence?

multiplication, algebra, and integration such that each new
concept builds upon existing knowledge (Fig 1). Careful
design of curricula for humans and machines can enable
an incremental learning process that allows for maximum
positive knowledge transfer to new tasks and minimal
forgetting of learned tasks.

The curriculum learning literature in machine learning
mainly focuses on weakly-supervised [20, 43, 47],
unsupervised [39, 45, 53], and reinforcement
learning [16, 27, 36] settings. Existing works have
demonstrated the benefits of curricula in improving
generalization ability and convergence speed, but only by
measuring intra-class difficulty and scheduling examples
within a single task. Little is known about the effect of
curricula across sequences of multiple tasks.

To close this research gap, we investigated the effects of
curriculum in Continual Learning (CL) settings. Inspired
by the fact that humans can learn entirely from a stream of
visual inputs as we move about the world, we specifically
focused on the incremental class setting in stream learning.
Here, machines learn to recognize objects incrementally
with a single pass through a continuous stream of image
inputs. Our empirical results suggest that curriculum
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choices greatly influence retention and forgetting in CL
algorithms. We also quantitatively assessed the effects of
hyperparameter adjustments in various CL algorithms. We
observed that the most empirically effective curricula are
highly correlated across multiple different CL algorithms.

Building upon these results, we proposed an automatic
curriculum designer (CD) capable of designing and ranking
curricula. In a nutshell, our CD enables object classes with
the closest feature spaces to be taught to neural networks
or humans at distant time steps. Unlike pre-defined
curriculum learning algorithms [34, 44, 47, 49], our CD
does not require prior knowledge from domain experts,
or any human intervention. We stress-tested competitive
CL algorithms against the curricula ranked by our CD.
The results suggest that our CD improves retention and
minimizes forgetting on these algorithms. Among the
92nd percentile of the effective curricula empirically found,
our CD consistently outperforms chance in terms of the
absolute effective curricula counts.

To assess the degree of agreement between the
most effective curricula for humans and machines, we
conducted a series of human psychophysics experiments
and contributed a new CL benchmark for machines and
humans involving recognition of novel objects. Results on
human-tested curricula and our CD-ranked curricula show
a higher agreement between the two compared to random
sets of curricula. We summarize our main contributions as
follows:

• We established a methodology to study
class-incremental curricula in stream learning.

• We introduced a new novel-object recognition dataset
to benchmark the effectiveness of class-incremental
curricula for humans and CL algorithms.

• We developed an automated curriculum designer that
is capable of designing and ranking effective curricula.

• We provided insights into the commonalities among
empirically effective curricula for various CL
algorithms and humans.

2. Related Works
2.1. Continual Learning

CL strategies can be grouped into the following
categories: (1) weight regularization, (2) replay, and (3)
architecture expansion. Regularization methods cache
weights trained on previous tasks while new tasks are
trained with constraints on weight updates [9, 22, 26,
30, 31, 54]. For instance, Elastic Weight Consolidation
(EWC) [26] estimates the importance of parameters for
old tasks and penalizes weight changes during new tasks
accordingly, and Learning without Forgetting (LwF) [31]

stores logits from past versions of the model and performs
knowledge distillation [23] with these logits in subsequent
tasks. Replay-based strategies involve storing a subset of
samples from previous tasks and interspersing them with
training data from newly encountered tasks to mitigate
forgetting [2, 5, 9, 33, 35, 38, 51]. Architecture adaptation
methods involve expanding or restructuring neural networks
to assimilate new tasks [1,15,18,22,26,30,31,37,41,42,54].

These methods are predominantly evaluated in a
class-incremental setting where many passes over data from
each task are permitted. In contrast, humans can learn
from a non-repeating stream of experience while preserving
prior knowledge and continually transferring knowledge to
new tasks [21]. Thus, we focused on the stream learning
paradigm in the class-incremental setting.

A standard evaluation procedure in CL is to report the
average performance over at least three runs with random
class orders. However, the effects of specific class orders
for training these algorithms in class-incremental stream
learning settings are less explored. To address this research
gap, we exhaustively studied the class presentation order
during training.

2.2. Curriculum Learning

Curriculum learning was formalized as the paradigm
of learning with a meaningful training order, traditionally
progressing from “easier” to “harder” data [3, 7]. Previous
works in Curriculum Learning can be categorized into
Predefined Curriculum Learning [7, 11, 12, 44] and
Automatic Curriculum Learning [14,19,25,48]. Predefined
Curriculum Learning entails designing a data scheduler or
a difficulty measure with human priors. These algorithms
work well when designed for specific tasks, but generalize
poorly to out-of-domain tasks. In contrast, we propose
an automatic curriculum designer that can design and rank
curricula based on inter-class feature differences.

In Automatic Curriculum Learning, most works adopt
data-driven approaches [14, 19, 25]. These methods
are often deployed in weakly-supervised [20, 43, 47],
unsupervised [39, 45, 53] and reinforcement learning
[16, 27, 36] settings. In computer vision, curriculum
learning approaches are almost exclusively directed toward
measuring intra-class example difficulty. Existing methods
specifically focus on a single multi-class object recognition
task [20, 40, 46, 50] in which all examples from each
class can be trained on multiple times. The efficacy of
these proposed curricula is often evaluated in terms of
generalization to the test data and the convergence speed
during training.

However, one recent study highlighted how the most
widely-used curriculum design strategy (increasing
difficulty) may not always be optimal, and how
anti-curriculum (“harder” to “easier”) or random ordering
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yield comparable results in multi-class object recognition
settings [50]. The study reported that curriculum is
only beneficial with limited training iterations or when
the training set is small. Aligned with these training
constraints, we investigated the effect of curriculum on
CL algorithms under stringent conditions where training
is limited to a single pass through the data. Across all of
our experiments, we consistently observed that effective
curricula improve performance in the class-incremental
stream learning setting. The benefits of curricula are
also observed in human learning during psychophysical
experiments with our newly contributed CL benchmark
dataset.

3. Experiments
We introduced a methodology to study class-incremental

curricula in stream learning. An image datasetD comprises
N object classes {c1, c2 · · · cN} with K training images
each. The objective is to propose a temporal order of
class presentation T from t1, t2 · · · tN (a “curriculum”)
such that a given CL algorithm A yields the optimal
learning outcome. That is, A learns to adapt to new classes
with minimal forgetting of previously learned classes while
progressing through T .

3.1. Datasets and Baselines

We conducted our experiments on three datasets:
MNIST [29], FashionMNIST [52], and CIFAR10 [28].
Each dataset consists of 10 object classes. Ideally, each
curriculum is a permutation of 10 object classes, i.e.
10! (approximately 3 million) curricula. Thus, with
limited computational resources, running all permutations
is very difficult. To mitigate this issue, we introduced two
paradigms: First, we used a subset of the dataset comprising
5 classes with 1 class per incremental step. Second, we
made 5 fixed tasks of 2 set classes, and then varied the
ordering of the 5 tasks instead of all 10 classes separately.
In both cases, we have a total of 5! = 120 curricula. In the
main text, without loss of generality, we only present and
discuss results for the first paradigm. See Supp. for details
of class grouping and results for the second paradigm. In
general, the conclusions drawn in the first paradigm also
hold true in the second. Next, we list the selected 5 classes
from each dataset for the first paradigm:
MNIST (60, 000 training images, 10, 000 test images).
Selected: ‘0’, ‘1’, ‘2’, ‘3’, ‘4’.
FashionMNIST (60, 000 training images, 10, 000 test
images). Selected: ‘coat’, ‘dress’, ‘pullover’, ‘top’,
‘trouser’.
CIFAR10 (50, 000 training images, 10, 000 test images).
Selected: ‘airplane’, ‘automobile’, ‘bird’, ‘cat’, ‘deer’.

Because to our knowledge we are the first to study
curriculum learning in continual stream learning, we used

a random curriculum designer (chance) as our baseline. For
each dataset, the chance model randomly ranks the 120
curricula. We conducted 100 runs for the chance model.

3.2. Continual Learning Algorithms

Among the CL algorithms surveyed in Sec 2, we chose
three weight-regularization methods: Vanilla (fine-tuning),
Elastic Weight Consolidation (EWC) [26], and Learning
without Forgetting (LwF) [31]. Vanilla is a fine-tuned
feed-forward neural network model without any measures
to prevent catastrophic forgetting. EWC estimates the
importance of all weights after each incremental ste,
and penalizes weight updates in proportion to their prior
importance in the loss function. LwF utilizes the
Knowledge Distillation loss [23] to regularize the current
loss with soft targets acquired from a preceding version of
the model.

The objective of this paper is not to exhaustively
compare which CL algorithm performs the best, but to
study how curricula would benefit the learning mechanism
of each algorithm. Replay-based CL algorithms involve
joint training on old and new samples. The replay sequence
of old data interferes with the fixed class order in a given
curriculum. To systematically study curricula for each
dataset, replay-based algorithms are excluded from our
experiments.

For fair comparison, we used SqueezeNet [24] as the
backbone for all three CL algorithms. Rather than using
a SqueezeNet model pre-trained on ImageNet [13], we
trained a randomly initialized SqueezeNet on a subset
of 100 classes from ImageNet, where these 100 classes
do not overlap with any of the classes selected for
our experiments (Sec 3.1). Before continual training,
the network parameters are randomly initialized using a
uniform distribution. The same set of initial network
parameters are used for each of the chosen CL algorithms.
To ensure that the observed curriculum effect is not due to
random network parameter initialization, we conducted 3
independent runs with different seeds. Results in Sec 5 are
reported based on the performance of the three selected CL
algorithms over all 3 runs.

We used the standard implementations of each CL
algorithm from the Avalanche CL library [32]. All three
CL algorithms are trained using the Adam optimizer with
a learning rate of 1e−3. Our code and data are publicly
available here.

3.3. Evaluation Metrics
We introduced three evaluation metrics.
Learning Effectiveness F

An effective CL algorithm quickly adapts to new classes
with minimal forgetting of previously learned classes. To
evaluate the learning efficacy of a CL algorithm for a given
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Figure 2. Curricula influence the learning efficacy of the Vanilla CL algorithm (Sec 3.2) across three datasets: MNIST,
FashionMNIST, and CIFAR10 (Sec 3.1). We trained the vanilla CL algorithm on all curricula from each dataset. Each dot represents one
curriculum. We reported the average accuracy α over all the seen classes, highlighting how the algorithm adapts to learn new tasks (left
panel, Sec 5.1). The accuracy difference β reflects the forgetfulness of the algorithm across tasks (right panel, Sec 5.1). We introduced
F as the measure of the learning efficacy of a given curriculum (Sec 3.3) taking both α and β into account. The color gradient denotes the
magnitude of F , with darker dots representing curricula with higher F . See Supp. for similar scatter plots for CL algorithms EWC [26]
and LwF [31].

curriculum, we introduced the effectiveness score F . The
metric F accounts for two aspects: (1) the average accuracy
α over all seen classes should be as high as possible, and (2)
the accuracy difference β on the test images from the first
task between the first task and the last task should be as
small as possible. F rewards even contributions from α and
β, while punishing extremities. We formulate F as

F =
2

β + 1
α

We reported the distribution of F for all curricula over
three datasets in Fig 2. We see that a curriculum with high
F (darker dots) has a high α (Fig 2, left panel) and low β
(Fig 2, right panel), highlighting how F reflects the overall
learning effectiveness of a CL algorithm.
Overlap Counts

To evaluate the ranking accuracy of our CD, we
introduced the metric “overlap counts.” It is the number
of overlapping curricula between the top-30 curricula
predicted by our CD and the top-10 empirically determined
curricula based on F after running a CL algorithm
exhaustively on all curricula of a dataset. We also varied
the top-x criteria predicted by our CD, where x can be 5,
10, and 20. See the Supp. for the overlap counts under the
top-x criteria.
Curricula Consistency

To assess the agreement between two sets of ranked
curricula, we introduced the curricula agreement measure
(H). The rank could either be determined by our CD,
or empirically determined based on F after running a CL
algorithm on all curricula of a dataset.

We sort all curricula based on theirF scores in ascending
order, divide the range of F into 5 uniform-sized bins, and
then bin the curricula into 5 tiers with the first tier having
the lowest F range. Since studying the characteristics of
the top curricula is critically important for the benefits of
human and machine learning, we focused on analyzing the
curricula agreementH from tier 5 in the rest of the text.

Inspired by the gene sequence comparison method [8],
we assign each object class to unique alphabets and then
convert a curriculum to a string. As an example, 5
object classes in a dataset can be represented with letters
A, B, C, D, E. Any curriculum can then be represented
as a combination of these 5 letters, such as ABCED for
curriculum 1 and DECBA for curriculum 2. For a ranked
curricula set from tier 5, we can horizontally (task-wise)
concatenate all the curricula into one string. In the example
above, we have ADBECCEBDA. Given a pair of strings
(two sets of ranked curricula), we use Hamming distance
to measure its consistency and denote this distance as H.
Ideally, if the two ranked curricula are in the same order, the
metricH equals 0. The lowerH, the higher the consistency.

In Fig 2, we observed a skewed distribution of F where
there are a few curricula with very high F but many
curricula with equally lowF . Thus, the number of curricula
within each tier could vary. For a pair of ranked curricula
sets in tier 5 with different magnitudes, we choose the
number of curricula in one set as reference, and compare
with the other curricula set containing an equal number of
curricula. We do this twice and report the mean.
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(a) Example objects from novel families
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(b) Class incremental learning setting
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(c) Test trial schematics

Figure 3. Overview of human behavioral experiments in a class incremental setting. (a) Two example object instances from two
families each in the Novel Object Dataset (NOD, Sec 3.4). (b) Entire experiment schematic. Subjects went through 4 phases, each with a
training and testing round. During training, subjects were given 30 seconds to watch three object instances per family rotating continuously
around the azimuth, with the goal of being able to recognize the objects presented in the test round in (c). In the first training round, 2
families were introduced. One family per phase was then introduced for subsequent training rounds. During testing, subjects were tested
on 10 trials from each learnt family. Trial order is randomly shuffled. (c) In each test trial, subjects were presented with a fixation cross
(2000ms) followed by the stimulus shown for 200ms. After the image offset, subjects were presented with the options of all the families
that they were introduced to and had to choose which family the image corresponds to.

3.4. Human Benchmark

Novel Object Dataset (NOD)
We introduced the Novel Object Dataset (NOD)

containing 3D novel objects with a categorical structure.
This dataset is a subset of a larger dataset known as
“Fribbles” [6]. The dataset consists of 5 object families,
where each differs by either the location of their sub-parts
or the main body structure. In each family, there are 5
object instances that differ by the structure of the sub-parts
attached. We randomly colored every object instance
and their sub-parts. We also replaced the names of the
novel object families with commonly used last names
in the human experiments so as to aid the subjects in
remembering these families. Samples of the object families
and instances are illustrated in Fig 3a. We used Blender,
an open-source 3-D computer graphics software, to load the
novel object mesh, then rotated every object instance around
the azimuth. For every 10 degrees around the azimuth, we
elevated the object instance, and for every 10 degrees of
elevation, we rendered a 1920 × 1080 sized image of the
object in a gray background, thereby generating a dataset
that contains 32,400 images.
Psychophysics Experiments

We evaluated human performance on NOD using
Amazon Mechanical Turk (MTurk). All the psychophysics
experiments were conducted with the subjects’ informed
consent and according to the protocols approved by
our Institutional Review Board. Each participant was
compensated. Each experiment took approximately 20
minutes.

We divided the experiment into 4 tasks, such that
the first task had 2 object families and each subsequent
task had 1 object family each; this makes a total of 60

possible curricula. Each subject is randomly assigned a
curriculum. We recruited 242 subjects, yielding 34,848
trials. The schematic of the experiment is illustrated in
Fig 3b. During the training rounds, the subjects were
presented with 3 object instances per family (each family
comprises 5 instances) that were rotating continuously
around the azimuth. During the testing rounds, the subjects
were presented a 640 × 480 sized GIF for each trial from
the remaining 2 object instances per family according to the
schematic in Fig 3c. Train and test instances differ.

To ensure that the subjects always paid attention to
the experiments, and to control the data quality, we took
the following precautions. (a) Subjects had to click on
randomly presented triangles during the training rounds and
their reaction times were recorded for attention checks. (b)
Subjects had to recognize simple geometric shapes, such as
3D cubes, in randomly dispersed dummy trials during the
testing rounds. (c) In each test trial, the “submit” button
was disabled before the stimulus was shown to ensure that
subjects had ample time to be exposed to the stimulus. We
used the reaction time in (a) and the recognition accuracy on
geometric shapes in (b) as the participant selection criteria,
resulting in 2-4 participants per curriculum. See Supp. for
details on data quality controls.

Computational Experiments

We evaluated a CL algorithm on NOD with the same
experimental paradigm as the psychophysics experiments,
i.e. 4 tasks, where the first task had 2 object families and
each subsequent task had 1 object family each, making a
total of 60 possible curricula.
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Algorithm 1: Python-style pseudocode for CD
# N, N: number of classes, number of
incremental steps

# M (N × N): M[i][j] is distance between
class i and j; M[i][i] = None

# Var(): function to compute variance
# initialize curriculum (N × 1)
C = []
# initialize ranking score
s = 0
# choose C for the 1st incremental step
C[1] = argmin(Var(M, dim=1))
s = -min(Var(M, dim=1))
# choose C for the other incremental steps
for t in ceil(N / 2):

# select object class with least
distance for incremental step, T-t+1

C[T-t+1] = argmin(M[i])
s -= M[i][C[T-t+1]]
# select object class with most distance
for incremental step, t+1

C[t+1] = argmax(M[i])
s += M[i][C[t+1]]

# Code can be adapted to just score a given
curriculum

4. Curriculum Designer

We proposed a proof-of-concept model, Curriculum
Designer (CD), for the class-incremental stream learning
setting (Alg 1). Given a curriculum, our CD assigns a
ranking score based on inter-class feature similarity. In a
dataset, our CD scores all curricula, resulting in a ranked
set of curricula. Given the high agreement on the ranked
curricula of differentAs (see the results in Sec 5.4), our CD
is independent of the learning mechanisms of any A. The
objective of our CD is to propose a universal curriculum that
benefits any given A.

4.1. Feature Distance Confusion Matrix

We introduced an inter-class distance confusion matrix
M of size N × N , where any tuple (i, j) represents a
distance measure between two class prototypes, ci and cj .
Specifically, we used a teacher network to extract features
on all images from the same class, and then determined the
prototype by taking the average of all the features from the
same class, and then calculated the feature distance between
any given pair of class prototypes.

We use a 2D-CNN teacher network, SqueezeNet [24] up
to layer 12 as the feature extractor. Drawing on the analogy
that a human teacher has full knowledge of the subject they
teach, the teacher network is pretrained on ImageNet [13].
To be consistent withA (Sec 3.2), we fine-tuned the teacher
network on the same set of 100 classes from ImageNet. The
extracted feature vector of an input image is of size 1000.

To calculate the feature distance for a given pair of
class prototypes, we used cosine distance. We conducted

ablation experiments to study other choices of distance
metrics (Sec 5.3). In practice, for a dataset, exhaustively
going through all K images of a class to extract features
and then computing the class prototype is computationally
costly. Thus, we randomly sample 500 images per class to
compute the prototypes.

4.2. Ranking Curricula

Given the inter-class distance confusion matrix M ,
we introduce a ranking score s that keeps track of
the accumulative advantage vt of choosing class ct at
incremental step t up to the final incremental step N .

Drawing on the idea of metric learning [10] and the
nearest neighbors algorithm in the meta-learning literature,
we choose the class ct=1 at the first incremental step
with the following criteria: the variance of the distances
between the selected class prototype and the other classes’
prototypes should be as small as possible. Intuitively, lower
distance variance implies shorter distances between the
selected class prototype and the other classes’ prototypes.
Starting to learn from the class comprising features shared
with most other classes enables fast positive knowledge
transfer when learning other classes at later steps.

Thus, to encourage our CD to prioritize selecting the
first class with the smallest distance variance, we define
the advantage vt=1 at the first incremental step as 1 −
V ar({M(i,j)}Nj=1), where ci is the first selected class of a
given curriculum and V ar(·) is a function computing the
variance from a set of distances.

Subsequently, to eliminate catastrophic forgetting over
incremental steps, we draw ideas from replay mechanism
in CL [2, 5, 9, 33, 35, 38, 51] and select the last class ct=N
based on the following criteria: the prototype of the selected
class should have the smallest distance to ct=1. The design
motivation is to ensure that ct=N is the most similar to ct=1

in terms of features. While A learns to classify ct=N , these
common features are functionally analogous to a feature
replay of ct=1, which regularizes the parameters of A to
prevent forgetting. Correspondingly, to encourage CD to
prioritize replay-like class selection at the last incremental
step, we define the advantage vt=N as 1−M(ct=1, ct=N ).

Conversely, for the selection of the second class to
learn at step t = 2, we encourage CD to select the class
whose prototype is the farthest away from its previous class
ct=1. This is in accordance with the classical notion in
the curriculum learning literature that a curriculum should
always be arranged in order, from easiest to the hardest [7].
The farther away the distance between two class prototypes,
the easier it is for the algorithm A to learn the classification
boundary between these two visually distinct classes. In this
case, we define the advantage vt=2 =M(ct=1, ct=2)

We complete the ranking process of a given curriculum
by iteratively performing the advantage evaluation over all

6



subsequent incremental steps until we have examined all the
classes. The final accumulative ranking score s is the sum
of advantages over all incremental steps:

∑N
t=1 vt.

For every curriculum from a dataset, we can compute
its corresponding ranking score s. Although it is daunting
to perform heuristic searches for optimal curricula by
exhaustively going through all possible curricula for a
dataset, it is still computationally efficient for our CD
given that it only scores curricula based on a 2D distance
confusion matrix M . See the ablation results (Sec 5.3) to
assess the effects of design variations in our CD.

5. Results
5.1. Curriculum Strongly Impacts Performance

Fig 2 highlights the effect of curricula on the vanilla
CL algorithm (Sec 3.2) over all three datasets (Sec 3.1).
We observed a large variance in α, it fell between 19%
to 26% depending on the curriculum. This implies that
curricula strongly influences the overall performance over
all tasks for the vanilla CL algorithm (Sec 3.3). With an
optimal curriculum, the average accuracy for the vanilla CL
algorithm boost up by 7% over all tasks.

There also exists large variance in β for different
curricula. β reflects the forgetfullness of the first task
over tasks (Sec 3.3). The variance in β indicates that the
curricula play a significant role in preventing the vanilla CL
algorithm from forgetting. For example, with an optimal
curriculum, the accuracy on the images of the first task
remains consistent over tasks, leading to relatively smaller
difference in accuracy drops; thus, smaller β.

We introduced the learning effectiveness score F , which
incorporates both α and β as inputs (Sec 3.3). Darker dots
indicate higher F . These dots are generally indicative of
larger α and smaller β. This implies that our introduced
F is an effective measure of the learning effectiveness
of a CL algorithm. We present the results of two other
CL algorithms EWC [26] and LwF [31] in Supp. The
discussion here is also applicable for these two algorithms.

5.2. Our CD Predicts Optimal Curricula

To evaluate whether our predicted optimal curricula
is indeed effective for CL algorithms, we introduced the
metric “overlap counts”. It refers to the number of
overlapping curricula between our predicted curricula and
the empirically determined optimal curricula (Sec 3.3).
We also introduced a random curriculum designer (chance
model, Sec 3.2) for comparison to our CD. We reported the
results in Table 1. On average, across three CL algorithms
and three datasets, there were 3.45 overlaps (Table 1) using
our CD, which is higher than the chance model (2.6).
This implies that our CD is capable of predicting optimal
curricula.

overlap Counts Vanilla EWC LwF

FashionMNIST our CD 3 2 3
chance 2.6 2.6 2.6

MNIST our CD 4 5 4
chance 2.6 2.6 2.6

CIFAR10 our CD 1 4 5
chance 2.6 2.6 2.6

Table 1. Our Curriculum Designer (CD) predicts optimal
curricula. Overlap counts (Sec 5.2) between the top-30 curricula
by our CD and the empirically determined top-10 curricula across
three CL algorithms (Sec 3.2) over all three datasets (Sec 3.1). The
best is in bold.

We also analyzed the overlap counts across datasets.
With FashionMNIST, MNIST and CIFAR10, our CD scores
an average of 2.7, 4.3 and 3.3 overlaps respectively across
three CL algorithms. This observation reveals that our CD
outperforms chance on each dataset. We also provided the
visualization of the top-5 curricula predicted by our CD
and determined by CL algorithms for all the datasets (see
Supp.).

Although our proof-of-concept CD is effective in a
majority of the cases, we noticed a few failure cases as well.
For example, our CD had a lower number of overlaps than
the chance model for the vanilla CL algorithm on CIFAR10.
This implies that there is still a large gap in predicting
optimal curricula. More complex curriculum designs are
necessary to cater for different CL algorithms.

5.3. Analysis on Design Choices of Our CD

To assess the individual design choices in our CD, we
introduced variations of our CD. We discuss below the
implications on the Vanilla settings for MNIST First, we
conducted experiments using layer 11 and layer 6 of the
feature extractor to compute the distance confusion matrix
M . We found that the overlap count drops by 2 and 2
respectively compared to our CD (Fig 4). This implies that
the layer choice is important and the higher layers of the
network produce more class-representative features that are
useful for curricula ranking.

Next, as opposed to the cosine distance metric used in
our CD, we changed the distance metric to Euclidean and
Optimal Transport Dataset Distance (OTDD) [4]. We noted
a drop of 1 and 3 in overlap counts with Euclidean and
OTDD respectively (Fig 4). This implies that the choice of
measure for the inter-class distance is important. Compared
to Euclidean and OTDD, cosine distance is a more effective
measure of inter-class difficulty. See Supp. for more
detailed discussions on the effect of design choices in our
CD across other CL algorithms and datasets.
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Figure 4. Ablation results on our CD. We show the overlaps
count (Sec 5.3) between the top-30 curricula predicted by a
curriculum designer and the top-10 empirical curricula determined
by the Vanilla setting (Sec 3.2) for MNIST (Sec. 3.1). Curriculum
designers from the left to the right along the x-axis refer to
our CD, our CD with the distance confusion matrix (Sec 4.1)
computed based on the features extracted at layer 11 and 6 of the
teacher network, and our CD with the distance confusion matrices
computed with different distance metrics: Euclidean and Optimal
Transport Dataset Distance (OTDD) [4].

Figure 5. There exists high agreement on optimal
curricula determined by between-algorithms, algorithm-CD,
algorithm-humans, and CD-humans. Left panel: curricula
agreement H (Sec 3.3) is reported between pairs of CL
algorithms As (between-algorithm, blue), between As and
our CD (algorithm-CD, green), between A and the random
designer (algorithm-random, orange) across all three datasets
MNIST, FashionMNIST, and CIFAR10 (Sec 5.5). Right panel:
Agreement H is reported on NOD dataset between As and humans
(algorithm-human, blue hashed), between CD and humans
(CD-humans, green hashed), and between the random designer
and humans (random-humans, orange hashed) (Sec 5.4).

5.4. Analysis on Curricula Agreement

The left panel in Fig 5 presents the agreement H
between optimal curricula determined by CL algorithmsA,
our CD, and the random curriculum designer on MNIST,
FashionMNIST, CIFAR10 (Sec 3.1). A decrease in H
indicates an increase in the agreement (Sec 3.3).

First, we tested on a simple dataset, MNIST and
observed an increase of 0.05 in the agreement from
algorithm-random As to between-algorithms As. We
further tested on a more complex dataset, FashionMNIST
and noted an increase of 0.03 in the agreement from

algorithm-random to between-algorithms As. To solidify
our findings even further, we tested on the dataset of natural
images, CIFAR10 and observed an increase of 0.03 in the
agreement from algorithm-random to between-algorithms.
Based on these findings, we concluded that CL algorithms
As share a comparable set of top-ranked curricula across
three datasets with varying levels of difficulty.

Second, we assessed the curricula agreement between
our CD and CL algorithms As. Consistent across all the
three datasets, we observed an increase of 0.02, 0.03, 0.01
in the agreement from algorithm-random to algorithm-CD
on MNIST, FashionMNIST, and CIFAR10 respectively.
It implies that our CD can predict optimal curricula
well aligned with the empirically determined optimal
curricula from CL algorithms As. However, H in
between-algorithms is still higher than algorithm-CD. This
implies that the optimal curricula between CL algorithms is
slightly more consistent than the optimal curricula ranked
by our CD. See Supp. for a quantitative assessment of
hyperparameter ablations on various CL algorithms.

5.5. Our Model Benefits Human Learning

The right panel in Fig 5 presents the agreement on
optimal curricula determined by CL algorithms A, our CD,
humans, and the random curriculum designer on the Novel
Object Dataset (NOD) (Sec 3.4).

We discerned that there is an increase of 0.13
in the curricula agreement from random-human to
algorithm-human (Fig 5). This illustrates the existence
of a notable agreement between optimal curricula for
humans and CL algorithms. We further noted that there
is an increase of 0.001 in the curricula agreement from
random-human to CD-human. These observations served as
a proof of concept that our CD can predict optimal curricula
that can help supplement human learning.

6. Discussion
Our education system encompasses a sequence of

curricula. Designing an effective curriculum to teach
humans and machines is imperative, with the aim
of maximizing knowledge transfer over tasks while,
minimizing catastrophic forgetting on the previous tasks.
In practice, there are numerous curriculum design
considerations that need to be deliberated upon, such
as example orders within a class, supercategory and
subcategory learning, the learning characteristics of every
student, and multi-modal learning. Here, we did not
exhaustively study all possible combinations; instead,
our study established a methodology for the community
to evaluate and benchmark our education systems for
both humans and AI. Closely resembling human learning,
we formulated the study of curriculum learning in the
class-incremental stream learning setting. We surveyed
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the 5-class and 10-class incremental settings on 3 CL
algorithms over 3 datasets. Moreover, we introduced a
proof-of-concept curriculum designer, capable of designing
and ranking curricula. To benchmark the curricula efficacy
on humans, we also contributed a new novel-object dataset
and conducted human behavioral experiments. The insights
obtained from our work should pave a way for the
community to benchmark AI-assistive education systems
for humans and AI.
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S1. Human Benchmark
Psychophysics Experiments

In Fig. S1, we show a screenshot of the Amazon Mechanical Turk (MTurk) interface during the training round of human
psychophysics experiments. We also show a screenshot of the MTurk interface during the testing round in Fig. S2.

To collect high-quality data, we collected responses from master workers with at least 1,000 approved hits and a 95%
approval rate. We collected responses from 242 participants in total. We filter out participants based on data quality controls
like reaction time in attention checks, and recognition accuracy on simple geometric shapes. Finally, we end up with 169
participants with 2-4 participants per curriculum. In Fig. S3, we show the distribution of reaction time for all participants on
the attention checks. Moreover, we show the accuracy of participants on attention check trials where the participants were
required to correctly recognize simple geometric shapes in Fig. S4.

We show the average accuracy of humans over all tasks and a α vs β (Sec 3.3) distribution for NOD in Fig S5. Moreover,
we show the effect of curricula for NOD using the vanilla continual learning algorithm, EWC, and LwF (Sec 3.2) in Fig S6,
Fig S7 and Fig S8 respectively.

S2. Analysis on training regimes
Drawing on the analogy in pedagogy where the same curricula might effect different students, in computational settings,

we verify whether the training regimes for all continual learning algorithms would have an effect on curricula learning. We
vary the experimental settings in number of epochs, learning rates, and parameter initialization.

In each experimental setting, we report the H between all pairs of continual learning algorithms As (between-algorithm)
and between As and the random curriculum designer (algorithm-random) on FashionMNIST (Fig S9). For experiment
controls, we only vary one experimental factor at a time.

First, we performed the analysis of curricula agreement after we vary the number of training epochs over 1, 10, and
20 per incremental step for all As. We observed an average increase of 0.16 in the agreement from algorithm-random to
algorithm-algorithm over all three algorithms (Fig S9, (a)). It suggests that the curricula agreement persists among continual
learning algorithms trained with either single or multiple epochs. The effect of class orders in curricula learning is largely
independent of number of epochs.

Next, we vary the learning rates of all continual learning algorithms over 0.5e−3, 1e−3, 2e−3 respectively. We observed an
average increase of 0.02 in the agreement from algorithm-random to algorithm-algorithm over all three algorithms (Fig S9,
(b)). However, when learning rate is too large, we noticed that there exists a large inconsistency (almost comparable to
algorithm-random) among empirically determined curricula by each continual learning algorithm. This suggests that large
learning rates leads to inconsistent curricula effect among continual learning algorithms.

Lastly, we changed the initialization of the trainable parameters of linear classifiers for all continual learning algorithms
over Gaussian, Uniform, and Xavier [17]. We observed an average increase of 0.03 in the curricula agreement from algorithm-
random to algorithm-algorithm respectively (Fig S9, (c)). However, the agreement becomes much lower in Xavier than the
other two initialization. This observation indicates that curricula agreement is robust to varying initialization but the degree
of agreement depends on choice of parameter initialization.

S3. Our CD Predicts Optimal Curricula
We analyzed the overlap counts (Sec 3.3) using our Curriculum Designer (CD, Sec 4) for the top-x criterion, where x can

be (5, 10, 20, 30). We conducted our analyses across MNIST, FashionMNIST and CIFAR10 (Sec 3.1).
We evaluated the overlap counts on the top-30 criterion for paradigm-I (5 classes, Sec 3.1) in Sec 5.2. Further, we extended

this to paradigms-II (10 classes, Sec 3.1). On average, across three datasets and three continual learning algorithms (Sec 3.2),
there were 2.7 overlaps using our CD for paradigm-II which is higher than the chance model (2.6). Our CD averaged 1.66,
0.33 and 0 overlaps for paradigm-II on FashionMNIST, MNIST, and CIFAR10 respectively.

We evaluated the overlap counts on the top-5 criterion (Table S1, Table S4). On average, across three datasets and three
continual learning algorithms (Sec 3.2), there were 2.45 and 0.67 overlaps using our CD for paradigm-I (5 classes, Sec 3.1)
and paradigm-II (10 classes, Sec 3.1) respectively; they were both higher than the chance model (0.2). Individually, our CD
averaged 2.33, 3 and 2 overlaps for paradigm-I on FashionMNIST, MNIST, and CIFAR10. Additionally, our CD averaged
1.66, 0.33 and 0 overlaps for paradigm-II on FashionMNIST, MNIST, and CIFAR10 respectively.

We evaluated the overlap counts on the top-10 criterion (Table S2, Table S5). On average, across three datasets and three
continual learning algorithms (Sec 3.2), there were 3.44 and 1.44 overlaps using our CD for paradigm-I (5 classes, Sec 3.1)
and paradigm-II (10 classes, Sec 3.1) respectively; they were both higher than the chance model (0.6). Individually, our
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CD averaged 2.66, 4.33 and 3.33 overlaps for paradigm-I on FashionMNIST, MNIST, and CIFAR10. Additionally, our CD
averaged 2.33, 1.33 and 0.66 overlaps for paradigm-II on FashionMNIST, MNIST, and CIFAR10 respectively.

We evaluated the overlap counts on the top-20 criterion (Table S3, Table S6). On average, across three datasets and three
continual learning algorithms (Sec 3.2), there were 3.44 and 2.11 overlaps using our CD for paradigm-I (5 classes, Sec 3.1)
and paradigm-II (10 classes, Sec 3.1) respectively; they were both higher than the chance model (1.3). Individually, our
CD averaged 2.66, 4.33 and 3.33 overlaps for paradigm-I on FashionMNIST, MNIST, and CIFAR10. Additionally, our CD
averaged 3.33, 2.33 and 0.66 overlaps for paradigm-II on FashionMNIST, MNIST, and CIFAR10 respectively.

We further visualised the top-5 curricula across three datasets (Sec 3.1) and three continual learning algorithms (Sec 3.2)
for paradigm-I (5 classes, Sec 3.1). Fig S10, Fig S11 and Fig S12 highlight the top-5 curricula for FashionMNIST using
the vanilla continual learning algorithm, EWC and LwF (Sec 3.2) respectively. Fig S13, Fig S14 and Fig S15 highlight the
top-5 curricula for MNIST using the vanilla continual learning algorithm, EWC and LwF (Sec 3.2) respectively. Fig S16,
Fig S17 and Fig S18 highlight the top-5 curricula for CIFAR10 using the vanilla continual learning algorithm, EWC and
LwF (Sec 3.2) respectively.

We further visualised the top-5 curricula across three datasets (Sec 3.1) and three continual learning algorithms (Sec 3.2)
for paradigm-II (10 classes, Sec 3.1). Fig S19, Fig S20 and Fig S21 highlight the top-5 curricula for FashionMNIST using
the vanilla continual learning algorithm, EWC and LwF (Sec 3.2) respectively. Fig S22, Fig S23 and Fig S24 highlight the
top-5 curricula for MNIST using the vanilla continual learning algorithm, EWC and LwF (Sec 3.2) respectively. Fig S25,
Fig S26 and Fig S27 highlight the top-5 curricula for CIFAR10 using the vanilla continual learning algorithm, EWC and
LwF (Sec 3.2) respectively.

S4. Curriculum Strongly Impacts Performance
Sec 5.1 highlighted the effect of curricula on the vanilla continual setting algorithm (Sec 3.2) over all three datasets

(Sec 3.1). To further these insights, we also visualized the average accuracy over all tasks and a α vs β (Sec 3.3) distribution
for FashionMNIST, MNIST and CIFAR10 using the vanilla continual learning algorithm (Sec 3.2) in Fig S28, Fig S29 and
Fig S30 respectively.

Here we discuss the impact of curricula over all three datasets and all three continual learning algorithms for paradigm-I (5
classes, Sec 3.1) and paradigm-II (10 classes, Sec 3.1). α (Sec 3.3) highlights the average accuracy over all tasks. β (Sec 3.3)
reflects the forgetfullness of the first task over tasks. F (Sec 3.3), which incorporates both α and β as inputs, reflects the
overall effectiveness of a curriculum.

Fig S31 and Fig S35 highlight the effect of curricula on EWC [26] and LwF [31] respectively (Sec 3.2) over all three
datasets (Sec 3.1) for paradigm-I (5 classes, Sec 3.1). We observed a large variance in α (Sec 3.3), it fell between 20% to
24% depending on the curriculum. With an optimal curriculum, the average accuracy for EWC or LwF boosts up by 4% over
all tasks. There also exists large variance in β for different curricula, which indicates that the curricula play a significant role
in preventing EWC and LwF from forgetting. To further these insights, we also visualized the average accuracy over all tasks
and a α vs β (Sec 3.3) distribution for FashionMNIST, MNIST and CIFAR10 using EWC in Fig S32, Fig S33 and Fig S34
respectively. We also visualized the average accuracy over all tasks and a α vs β (Sec 3.3) distribution for FashionMNIST,
MNIST and CIFAR10 using LwF in Fig S36, Fig S37 and Fig S38 respectively.

Fig S39, Fig S43 and Fig S47 highlight the effect of curricula on the vanilla continual learning algorithm, EWC [26] and
LwF [31] respectively (Sec 3.2) over all three datasets (Sec 3.1) for paradigm-II (10 classes, Sec 3.1). We observed a large
variance in α (Sec 3.3), it fell between 10% to 24% depending on the curriculum. With an optimal curriculum, the average
accuracy for the vanilla continual learning algorithm, EWC or LwF boosts up by 14% over all tasks. There also exists large
variance in β for different curricula, which indicates that the curricula play a significant role in preventing the vanilla continual
learning algorithm, EWC and LwF from forgetting. To further these insights, we also visualized the average accuracy over
all tasks and a α vs β (Sec 3.3) distribution for FashionMNIST, MNIST and CIFAR10 using the vanilla continual learning
algorithm in Fig S40, Fig S41 and Fig S42 respectively. We also visualized the average accuracy over all tasks and a α vs β
(Sec 3.3) distribution for FashionMNIST, MNIST and CIFAR10 using EWC in Fig S44, Fig S45 and Fig S46 respectively.
We also visualized the average accuracy over all tasks and a α vs β (Sec 3.3) distribution for FashionMNIST, MNIST and
CIFAR10 using LwF in Fig S48, Fig S49 and Fig S50 respectively.

S5. Analysis on Curricula Agreement
Fig S51 presents the agreement H between optimal curricula determined by continual learning algorithms A, our CD,

and the random curriculum designer on MNIST, FashionMNIST, CIFAR10 (Sec 3.1) for paradigm-II (10 classes, Sec 3.1).
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A decrease inH indicates an increase in the agreement (Sec 3.3).
First, we tested on a simple dataset, MNIST and observed an increase of 0.01 in the agreement from algorithm-random

As to between-algorithms As. We further tested on a more complex dataset, FashionMNIST and noted an increase of
0.001 in the agreement from algorithm-random to between-algorithms As. To solidify our findings even further, we tested
on the dataset of natural images, CIFAR10 and observed an increase of 0.014 in the agreement from algorithm-random to
between-algorithms. Based on these findings, we concluded that continual learning algorithms As share a comparable set of
top-ranked curricula across three datasets with varying levels of difficulty.

Second, we assessed the curricula agreement between our CD and continual learning algorithms As. We observed an
increase of 0.01 in the agreement from algorithm-random to algorithm-CD only on CIFAR10. Our model fails for MNIST
and FashionMNIST. This implies that there is still a large gap in predicting optimal curricula. More complex curriculum
designs are necessary to cater for different continual learning algorithms.

S6. Analysis on Design Choices of our CD
To assess the individual design choices in our CD, we introduced variations of our CD. We discussed the implications on

the Vanilla settings for MNIST in Sec 5.3. We conducted experiments using layer 11 and layer 6 of the feature extractor to
compute the distance confusion matrix M . Next, as opposed to the cosine distance metric used in our CD, we changed the
distance metric to Euclidean and Optimal Transport Dataset Distance (OTDD) [4]. We calculated the overlap counts across
three datasets (Sec 3.1) and three continual learning algorithms (Sec 3.2) for paradigm-I (5 classes, Sec 3.1) over all ablations.

We noted in Table S8 that the default setting for our CD recorded higher or equal overlap counts as opposed to its ablation
in seven out of nine cases. Using the euclidean metric results in greater overlap counts for LwF with CIFAR10 and using the
otdd metric results in greater overlap counts for EWC with FashionMNIST.

Figure S1. A screenshot of the AMT interface during the training phase.

18



Figure S2. A screenshot of the AMT interface during the testing round.
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Figure S3. Reaction time distribution for all participants in attention checks during training rounds. Participants were required to
click on randomly presented triangles during the training rounds and their reaction time was recorded. On the x-axis, we show the reaction
time in seconds (rounded).
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Figure S4. Average accuracy of all participants in attention checks during testing rounds. During the testing rounds, each participant
was given four attention check trials in which they had to recognize simple geometric shapes. We only selected those participants who
answered all four questions correctly for the result analysis.
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Figure S5. Curricula impacts performance on NOD for humans (5 classes, Sec 3.4). We reported the average accuracy over tasks (left).
We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S6. Curricula impacts performance on NOD using the vanilla continual learning algorithm (Sec 3.2) for NOD paradigm (5
classes, Sec 3.4). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F
(Sec 3.3) incorporates both α and β.

Figure S7. Curricula impacts performance on NOD using EWC (Sec 3.2) for NOD paradigm (5 classes, Sec 3.4). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S8. Curricula impacts performance on NOD using LwF (Sec 3.2) for NOD paradigm (5 classes, Sec 3.4). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.
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Figure S9. The curricula agreement persists between continual learning algorithms across different experimental settings on
FashionMNIST. The agreement between two sets of ranked curricula is measured in H (Sec 3.3). The smaller the better. Within each
group of bars, the agreement between pairs of ranked curricula from continual learning algorithms A (between-algorithm) is presented
on the left (blue), and between A and the randomly ranked curricula (algorithm-random) is on the right (green). We vary the number of
epochs (a), the learning rates (lr) (b), and the different network parameter initialisation of A (c). For visualization purposes, within each
group of bars, we normalize the H over between-algorithm and algorithm-random so that the sum of these two agreements (green + blue)
equals 1. The relative difference between the green and the blue matters. The normalization does not alter the conclusions.
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Figure S10. Top 5 empirically determined curricula on FashionMNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-I (5 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S11. Top 5 empirically determined curricula on FashionMNIST using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1).
Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S12. Top 5 empirically determined curricula on FashionMNIST using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). Each
row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S13. Top 5 empirically determined curricula on MNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-I (5 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S14. Top 5 empirically determined curricula on MNIST using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). Each row
in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S15. Top 5 empirically determined curricula on MNIST using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). Each row in
the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S16. Top 5 empirically determined curricula on CIFAR10 using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-I (5 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
Examples shown are for illustrative purposes only, actual images differ.
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Figure S17. Top 5 empirically determined curricula on CIFAR10 using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). Each row
in the figure is a curriculum. The curricula are arranged best to worst in a top down manner. Examples shown are for illustrative purposes
only, actual images differ.
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Figure S18. Top 5 empirically determined curricula on CIFAR10 using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). Each row
in the figure is a curriculum. The curricula are arranged best to worst in a top down manner. Examples shown are for illustrative purposes
only, actual images differ.
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Figure S19. Top 5 empirically determined curricula on FashionMNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-II (10 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S20. Top 5 empirically determined curricula on FashionMNIST using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1).
Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S21. Top 5 empirically determined curricula on FashionMNIST using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1).
Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S22. Top 5 empirically determined curricula on MNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-II (10 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down
manner.
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Figure S23. Top 5 empirically determined curricula on MNIST using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). Each row
in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
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Figure S24. Top 5 empirically determined curricula on MNIST using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). Each row
in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.

26



pullover

coat

top

dress

trouser

rank-1

rank-2

rank-3

rank-4

rank-5

Cu
rr

ic
ul

um
 R

an
k 

(M
os

t t
o 

le
as

t e
ff

ec
ti

ve
)

class order (curriculum)

Legend

shirt

sneaker

sandal

bag

boot

Figure S25. Top 5 empirically determined curricula on CIFAR10 using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-II (10 classes, Sec 3.1). Each row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner.
Examples shown are for illustrative purposes only, actual images differ.
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Figure S26. Top 5 empirically determined curricula on CIFAR10 using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). Each
row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner. Examples shown are for illustrative
purposes only, actual images differ.
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Figure S27. Top 5 empirically determined curricula on CIFAR10 using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). Each
row in the figure is a curriculum. The curricula are arranged best to worst in a top down manner. Examples shown are for illustrative
purposes only, actual images differ.
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Figure S28. Curricula impacts performance on FashionMNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-I (5 classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness
measure, F (Sec 3.3) incorporates both α and β.

Figure S29. Curricula impacts performance on MNIST using the vanilla continual learning algorithm (Sec 3.2) for paradigm-I (5
classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F
(Sec 3.3) incorporates both α and β.

Figure S30. Curricula impacts performance on CIFAR10 using the vanilla continual learning algorithm (Sec 3.2) for paradigm-I
(5 classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F
(Sec 3.3) incorporates both α and β.
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Figure S31. Curricula influence the learning efficacy of the EWC [26] algorithm (Sec 3.2) across three datasets: MNIST,
FashionMNIST, and CIFAR10 (Sec 3.1) for paradigm-I (5 classes, Sec 3.1). We trained the EWC algorithm on all curricula from
each dataset. Each dot represents one curriculum. We reported the average accuracy α over all the seen classes, highlighting how the
algorithm adapts to learn new tasks (left panel, Sec 5.1). The accuracy difference β reflects the forgetfulness of the algorithm across tasks
(right panel, Sec 5.1). We introduced F as the measure of the learning efficacy of a given curriculum (Sec 3.3) taking both α and β into
account.

Figure S32. Curricula impacts performance on FashionMNIST using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported
the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S33. Curricula impacts performance on MNIST using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.
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Figure S34. Curricula impacts performance on CIFAR10 using EWC (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S35. Curricula influence the learning efficacy of the LwF [31] algorithm (Sec 3.2) across three datasets: MNIST,
FashionMNIST, and CIFAR10 (Sec 3.1) for paradigm-I (5 classes, Sec 3.1). We trained the LwF algorithm on all curricula from
each dataset. Each dot represents one curriculum. We reported the average accuracy α over all the seen classes, highlighting how the
algorithm adapts to learn new tasks (left panel, Sec 5.1). The accuracy difference β reflects the forgetfulness of the algorithm across tasks
(right panel, Sec 5.1). We introduced F as the measure of the learning efficacy of a given curriculum (Sec 3.3) taking both α and β into
account.

Figure S36. Curricula impacts performance on FashionMNIST using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported
the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.
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Figure S37. Curricula impacts performance on MNIST using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S38. Curricula impacts performance on CIFAR10 using LwF (Sec 3.2) for paradigm-I (5 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S39. Curricula influence the learning efficacy of the Vanilla continual learning algorithm (Sec 3.2) across three datasets:
MNIST, FashionMNIST, and CIFAR10 (Sec 3.1) for paradigm-II (10 classes, Sec 3.1). We trained the Vanilla continual learning
algorithm on all curricula from each dataset. Each dot represents one curriculum. We reported the average accuracy α over all the seen
classes, highlighting how the algorithm adapts to learn new tasks (left panel, Sec 5.1). The accuracy difference β reflects the forgetfulness
of the algorithm across tasks (right panel, Sec 5.1). We introduced F as the measure of the learning efficacy of a given curriculum
(Sec 3.3) taking both α and β into account.
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Figure S40. Curricula impacts performance on FashionMNIST using the vanilla continual learning algorithm (Sec 3.2) for
paradigm-II (10 classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness
measure, F (Sec 3.3) incorporates both α and β.

Figure S41. Curricula impacts performance on MNIST using the vanilla continual learning algorithm (Sec 3.2) for paradigm-II
(10 classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F
(Sec 3.3) incorporates both α and β.

Figure S42. Curricula impacts performance on CIFAR10 using the vanilla continual learning algorithm (Sec 3.2) for paradigm-II
(10 classes, Sec 3.1). We reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F
(Sec 3.3) incorporates both α and β.
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Figure S43. Curricula influence the learning efficacy of the EWC [26] algorithm (Sec 3.2) across three datasets: MNIST,
FashionMNIST, and CIFAR10 (Sec 3.1) for paradigm-II (10 classes, Sec 3.1). We trained the EWC algorithm on all curricula from
each dataset. Each dot represents one curriculum. We reported the average accuracy α over all the seen classes, highlighting how the
algorithm adapts to learn new tasks (left panel, Sec 5.1). The accuracy difference β reflects the forgetfulness of the algorithm across tasks
(right panel, Sec 5.1). We introduced F as the measure of the learning efficacy of a given curriculum (Sec 3.3) taking both α and β into
account.

Figure S44. Curricula impacts performance on FashionMNIST using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We
reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both
α and β.

Figure S45. Curricula impacts performance on MNIST using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.
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Figure S46. Curricula impacts performance on CIFAR10 using EWC (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S47. Curricula influence the learning efficacy of the LwF [26] algorithm (Sec 3.2) across three datasets: MNIST,
FashionMNIST, and CIFAR10 (Sec 3.1) for paradigm-II (10 classes, Sec 3.1). We trained the EWC algorithm on all curricula from
each dataset. Each dot represents one curriculum. We reported the average accuracy α over all the seen classes, highlighting how the
algorithm adapts to learn new tasks (left panel, Sec 5.1). The accuracy difference β reflects the forgetfulness of the algorithm across tasks
(right panel, Sec 5.1). We introduced F as the measure of the learning efficacy of a given curriculum (Sec 3.3) taking both α and β into
account.

Figure S48. Curricula impacts performance on FashionMNIST using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We
reported the average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both
α and β.
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Figure S49. Curricula impacts performance on MNIST using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S50. Curricula impacts performance on CIFAR10 using LwF (Sec 3.2) for paradigm-II (10 classes, Sec 3.1). We reported the
average accuracy over tasks (left). We also plotted α vs β (Sec 3.3). The effectiveness measure, F (Sec 3.3) incorporates both α and β.

Figure S51. There exists high agreement on optimal curricula determined by between-algorithms and algorithm-CD. Curricula
agreement H (Sec 3.3) is reported between pairs of continual learning algorithms As (between-algorithm, blue), between As and our CD
(algorithm-CD, green), between A and the random designer (algorithm-random, orange) across all three datasets MNIST, FashionMNIST,
and CIFAR10 (Sec S5) for Paradigm-II (10 classes, Sec 3.1).
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overlap Counts
top-5 criteria Vanilla EWC LwF

FashionMNIST designer 3 1 3
chance 0.2 0.2 0.2

MNIST designer 3 2 4
chance 0.2 0.2 0.2

CIFAR10 designer 0 2 4
chance 0.2 0.2 0.2

Table S1. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-5 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-I (5 classes, Sec 3.1). The best is in bold.

overlap Counts
top-10 criteria Vanilla EWC LwF

FashionMNIST designer 3 2 3
chance 0.6 0.6 0.6

MNIST designer 4 5 4
chance 0.6 0.6 0.6

CIFAR10 designer 1 4 5
chance 0.6 0.6 0.6

Table S2. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-10 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-I (5 classes, Sec 3.1). The best is in bold.

overlap Counts
top-20 criteria Vanilla EWC LwF

FashionMNIST designer 3 2 3
chance 1.3 1.3 1.3

MNIST designer 4 5 4
chance 1.3 1.3 1.3

CIFAR10 designer 1 4 5
chance 1.3 1.3 1.3

Table S3. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-20 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-I (5 classes, Sec 3.1). The best is in bold.
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overlap Counts
top-5 criteria Vanilla EWC LwF

FashionMNIST designer 2 3 0
chance 0.2 0.2 0.2

MNIST designer 0 1 0
chance 0.2 0.2 0.2

CIFAR10 designer 0 0 0
chance 0.2 0.2 0.2

Table S4. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-5 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-II (10 classes, Sec 3.1). The best is in bold.

overlap Counts
top-10 criteria Vanilla EWC LwF

FashionMNIST designer 3 3 1
chance 0.6 0.6 0.6

MNIST designer 1 1 2
chance 0.6 0.6 0.6

CIFAR10 designer 1 0 1
chance 0.6 0.6 0.6

Table S5. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-10 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-II (10 classes, Sec 3.1). The best is in bold.

overlap Counts
top-20 criteria Vanilla EWC LwF

FashionMNIST designer 5 4 1
chance 1.3 1.3 1.3

MNIST designer 2 2 3
chance 1.3 1.3 1.3

CIFAR10 designer 1 0 1
chance 1.3 1.3 1.3

Table S6. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-20 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-II (10 classes, Sec 3.1). The best is in bold.

overlap Counts
top-30 criteria Vanilla EWC LwF

FashionMNIST designer 5 4 2
chance 2.6 2.6 2.6

MNIST designer 4 2 3
chance 2.6 2.6 2.6

CIFAR10 designer 1 0 3
chance 2.6 2.6 2.6

Table S7. Our Curriculum Designer (CD) predicts optimal curricula. Overlap counts (Sec S3) between the top-30 curricula by our CD
and the empirically determined top-10 curricula across three continual learning algorithms (Sec 3.2) over all three datasets (Sec 3.1) for
Paradigm-II (10 classes, Sec 3.1). The best is in bold.
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overlap Counts our CD layer-11 layer-6 otdd euclidean

FashionMNIST
Vanilla 3 3 3 2 3
EWC 2 2 2 3 2
LwF 3 2 2 2 3

MNIST
Vanilla 4 2 2 1 3
EWC 5 2 2 2 5
LwF 4 2 2 1 3

CIFAR10
Vanilla 1 1 1 1 1
EWC 4 3 3 3 4
LwF 5 4 4 4 6

Table S8. Ablation results on our CD. We show the overlaps count (Sec 5.3) between the top-30 curricula predicted by a curriculum
designer and the top-10 empirical curricula determined across three continual learning algorithms (Sec 3.2) and three datasets (Sec. 3.1).
Curriculum designers from the left to the right in the table along each row refer to our CD, our CD with the distance confusion matrix
(Sec 4.1) computed based on the features extracted at layer 11 and 6 of the teacher network, and our CD with the distance confusion
matrices computed with different distance metrics: Optimal Transport Dataset Distance (OTDD) [4] and Euclidean. The best in each row
is bolded.
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