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Summary 18 

Inferring object identity from incomplete information is a ubiquitous challenge for the visual system. Here 19 

we study the neural mechanisms underlying processing of minimally recognizable configurations (MIRCs) 20 

and their subparts which are unrecognizable (sub-MIRCs). MIRCs and sub-MIRCs are very similar at the 21 

pixel level, yet they lead to a dramatic gap in recognition performance. To evaluate how the brain processes 22 

such images, we invasively record human neurophysiological responses. Correct identification of MIRCs 23 

is associated with a dynamic interplay of feedback and feedforward mechanisms between frontal and 24 

temporal areas. Interpretation of sub-MIRC images improves dramatically after exposure to the 25 

corresponding full objects. This rapid and unsupervised learning is accompanied by changes in neural 26 

responses in the temporal cortex. These results are at odds with purely feedforward models of object 27 

recognition and suggest a role for the frontal lobe in providing top-down signals related to object identity 28 

in difficult visual tasks.  29 
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Introduction 33 

Visual object recognition is robust to an extensive range of image transformations that produce 34 

different retinal projections of the same stimulus 1,2. For example, we can easily recognize an object when 35 

presented under a wide range of positions, scales, or viewpoints 3,4. A particularly striking example of the 36 

robustness of visual perception is the ability to recognize an object when only a fragment of it is shown. 37 

Fragmented object views are ubiquitous during natural vision due to occlusion or poor illumination. In these 38 

cases, the visual representation of the objects is incomplete, and yet our visual system can quickly, and 39 

seemingly effortlessly, compensate for the missing information 5–11.  40 

It has been proposed that objects in the visual scene have features that can be reliably extracted 41 

across a wide variety of viewing conditions and which support perception 2,12–15. Several experimental 42 

methods that allow the identification of such informative features have been proposed. For example, 43 

Gosselin & Schyns (2001) proposed a technique called Bubbles that consisted in presenting objects through 44 

apertures to identify specific “critical features” that can aid recognition 17–19 and are represented in neural 45 

signals 20,21. Other studies have used images with different levels of fragmentation or occlusion 10,22 to 46 

investigate frequency bands or time points of the event-related potentials that are enhanced during 47 

recognition 23–25. 48 

Recently, Ullman and colleagues extended the notion of critical features in a study that combined 49 

large-scale human psychophysical experiments and computer vision 26. By sequentially cropping and 50 

blurring images of objects and assessing their recognition rates, the authors identified MInimally-51 

Recognizable Configurations (MIRCs). MIRCs consist of image fragments recognized by human 52 

participants but rendered unrecognizable upon the introduction of minimal changes (Figure 1). Small 53 

reductions of a MIRC image along the horizontal and vertical dimensions lead to a sub-MIRC image with 54 

recognition rates that drop by many tens of percentage points 26. This dramatic drop in recognition 55 

performance from MIRCs to sub-MIRCs cannot be accounted for by state-of-the-art computer vision 56 

models 26 and highlights a critical difference between biological vision and current computational models 57 

of vision 27. 58 

Occlusion removes large parts of an object from view, but often has a limited impact on perceptual 59 

recognition. In contrast, MIRC and sub-MIRC images are very similar in pixel space, but they produce 60 

dramatically different recognition performance. Thus, MIRC images offer a unique opportunity to probe 61 

visual recognition processes in the presence of stimuli that are very similar at the retinal level while eliciting 62 

dramatic differences at the perceptual level 28. To understand the neural mechanisms that lead to recognition 63 

of objects from fragments, we set out to investigate the neurophysiological responses in the human brain 64 



 

 

while participants identified MIRC and sub-MIRC images. We recorded invasive neurophysiological 65 

responses from patients with epilepsy implanted with electrodes for clinical purposes and investigated the 66 

neural correlates of object recognition by comparing neural responses recorded during recognized MIRCs 67 

vs. unrecognized sub-MIRCs images. Furthermore, participants rapidly learned to recognize sub-MIRC 68 

images after exposure to the full object images. Such learning was accompanied by neural changes that 69 

distinguished between identical images when they were recognized versus when they were not recognized. 70 

 71 

Results  72 

We recorded intracranial field potentials (IFPs) from 1,752 electrodes (Table S1, Figures S1 and 73 

S7) in 12 participants (5 male, 11–43 years old, Table S2) implanted with subdural or deep intracerebral 74 

electrodes to localize their epileptic seizure foci. Participants viewed grayscale images for 1s and were then 75 

asked to identify them verbally (Figure 1A). Participants were given no feedback about the correctness of 76 

their responses. 77 

 78 

Participants rapidly learned to recognize images in an unsupervised fashion  79 

Visual stimuli were a subset of the images used by Ullman and colleagues in a previous large-scale 80 

behavioral study 26. The stimuli included images from 10 object categories (Figure 1B) or degraded 81 

versions of those images obtained by iteratively cropping or changing the resolution of the original image 82 

26. In the original study, Ullman and colleagues tested stimuli at many different levels of degradation and 83 

observed that there were critical levels of degradation that led to a sharp drop in performance. They 84 

operationally defined MIRCs as image patches that could be reliably recognized on average by human 85 

observers and for which further reduction in either size or resolution made the patch unrecognizable. A 86 

non-recognizable descendant of a MIRC image was called a sub-MIRC (Figure 1C). 87 

In our experiments, we presented image patches at different levels of degradation. To minimize 88 

potential adaptation effects, stimuli were presented in a mini-block design paradigm. Within each mini-89 

block, images from two out of the ten categories were presented starting from the most degraded stimuli 90 

(sub-MIRCs, red in Figure 1C), followed by MIRCs (blue in Figure 1C), and then the original 91 

(undegraded) images (object, black in Figure 1C). The same sub-MIRC stimuli were shown again at the 92 

end of each mini-block (sub-MIRC post, dashed red in Figure 1C). Each participant completed 5 93 

consecutive mini-blocks so as to present stimuli from all 10 categories. The order of presentation of the 94 

categories was randomized across participants. 95 



 

 

Figure 1D shows recognition performance across our pool of 12 participants. Consistent with the 96 

experimental results in Ullman et al.’s study and with the definition above, there was a large drop in 97 

performance between MIRCs and sub-MIRCs (p<<0.01, paired t-test). Notably, this drop was sharp and 98 

similar to that measured in the general population (71% drop in the general population 26, 87% drop in 99 

Figure 1D). Furthermore, here we observed a substantial increase in performance between the initial and 100 

the final sub-MIRC blocks (“sub-MIRC” and “sub-MIRC post” conditions in Figure 1D, 78% increase, 101 

p<<0.01, paired t-test). That is, the same images that were unrecognizable in the first block (sub-MIRC 102 

condition) became recognizable, almost on par with the MIRC images themselves, after exposure to the 103 

MIRC and object images (sub-MIRC post condition). This result demonstrates a rapid increase in 104 

recognition rates of the sub-MIRC images after presentation of MIRC and object images in the previous 105 

blocks. Taken together, the results of Figure 1D suggest that our pool of patients, although necessarily 106 

smaller than the original large cohort reported in Ullman et al.’s study, showed behavior concordant with 107 

that of the general population. In addition, these results demonstrate a rapid and substantial increase in the 108 

recognition of sub-MIRC images, after exposure to their associated MIRC and undegraded versions. 109 

 110 

Minimal image changes between MIRCs and sub-MIRCs elicited large differences in neural 111 

responses 112 

To investigate the neural representation of MIRC and sub-MIRC stimuli, we implemented several 113 

changes in the experimental paradigm compared to the original work by Ullman and colleagues 26 114 

(Methods): (i) while the original study was based on across-participant averages, here we focus on within-115 

participant comparisons; (ii) because of the within-participant design, we first determined the perceptual 116 

threshold between MIRC and sub-MIRC stimuli separately for each image and participant; (iii) to assess 117 

the reliability of neural responses, each stimulus was repeated 10 times, (iv) to ensure that we could reliably 118 

measure neural responses to sub-MIRCs without any learning, the sub-MIRC stimuli were presented before 119 

the MIRC stimuli.  120 

We first investigated the neural correlates of the perceptual differences between the recognized 121 

MIRC and the unrecognized sub-MIRC stimuli. An electrode was considered to be visually selective if it 122 

was responsive to either MIRC or sub-MIRC stimuli and the intracranial field potentials (IFPs) elicited by 123 

the MIRC images were significantly different from those elicited by the sub-MIRC stimuli for at least 50 124 

consecutive ms in the interval [50,550]ms after stimulus onset (see Methods). 125 

Figure 2 shows a representative electrode located in the left inferior frontal cortex (Figure 2A). 126 

Consistent with previous neurophysiological recordings 29, this electrode showed strong evoked responses 127 



 

 

shortly after presentation of the visual stimuli. These responses were stronger for MIRC (blue) and object 128 

(black) stimuli, as shown by the large change in IFPs after stimulus onset with respect to the preceding 129 

baseline (see average responses in Figure 2B and raster plots showing responses in individual trials in 130 

Figure 2C). Furthermore, the neural responses were significantly different for MIRCs versus sub-MIRCs 131 

in the time interval marked by the black horizontal line (Figure 2D) and for object vs sub-MIRC in a similar 132 

interval (Figure 2B). We also observed a trend toward a difference between sub-MIRC post vs. sub-MIRC 133 

stimuli that did not pass our strict statistical criteria (Figure 2E). It is important to emphasize that, at the 134 

pixel level, the difference between the MIRC and sub-MIRC stimuli is minimal (Figure 1C). Yet, the two 135 

stimuli led to considerable differences both at the behavioral (Figure 1D) and neural (Figure 2D) levels. 136 

Across the entire dataset, we observed electrodes that distinguished MIRCs and sub-MIRC images, like the 137 

example in Figure 2, over an extended network mostly encompassing the temporal (n=48, 20% of 138 

responsive electrodes in that area) and frontal (n=58, 29% of responsive electrodes) cortices (Figure 3A). 139 

A small number of selective electrodes were also found in the occipital (n=11, 10% of responsive 140 

electrodes) and parietal (n=9, 9% of responsive electrodes) cortices. 141 

We next evaluated the time at which differential responses between MIRCs and sub-MIRCs 142 

emerged. The median time of emergence of selective responses for MIRC versus sub-MIRC stimuli was 143 

shorter in the temporal lobe (median=343ms) compared to the frontal lobe (median=368ms), with no 144 

statistically significant difference between the two areas (Figure 3B, Mann-Whitney U-test=1599, p=0.19, 145 

Methods). Examination of onset times for responses selective to MIRCs compared to sub-MIRCs in frontal 146 

areas revealed that they were not unimodally distributed (Hartingan’s dip test = 0.1, p=0.0002 30). Indeed, 147 

the distribution of the times when selectivity started across different electrodes revealed two components: 148 

a first “early” component with onset times smaller than 420ms (n=34 electrodes, median=329ms) and a 149 

second “late” component with onset times greater than 420ms (n=24 electrodes, median=478ms; Figure 150 

S6). Interestingly, the median onset time of early responses in frontal regions (median=329ms) was 151 

significantly shorter than the median onset time in temporal regions (Mann-Whitney U-test=580, p=0.021), 152 

which, in turn, was shorter than the median onset time of late frontal responses (Mann-Whitney U-153 

test=1029, p=6.4∙10-8). Due to limited electrode sampling, this bimodality could only be verified in a single 154 

participant when examining the onset of selective responses at the individual participant level. 155 

These results suggest that during recognition of MIRC stimuli the emergence of selective responses 156 

in frontal areas can precede that in temporal areas. To further investigate this point, we used functional 157 

interaction analysis to evaluate the temporal dynamics of the activation of temporal and frontal areas during 158 

recognition of MIRC stimuli. To have sufficient statical power, we focused on the participants that had 159 

more than one responsive electrode in both the temporal and frontal lobes (n=6 participants) and we used 160 



 

 

generalized Partial Directed Coherence (gPDC, 31,32) to assess the information flow between the frontal and 161 

temporal lobes. gDPC provides a measurement of the directed linear relationship between pairs of time 162 

series, allowing to quantitatively compare the strength, directionality, and statistical significance of 163 

interactions between areas (see Methods). The two curves in Figure 4A show the average of the gDPC 164 

across subjects and pairs of frontal and temporal electrodes (n=3,639 electrode pairs), and thus of the 165 

information flow, in the frontal to temporal (green curve) and temporal to frontal (blue curve) directions, 166 

respectively, with red shaded areas signifying time intervals when the two curves are significantly different 167 

(p<0.05 based on a bootstrapping analysis, see Methods). In the time interval immediately following the 168 

presentation of MIRC stimuli, gPDC was significantly stronger in the top-down fronto-temporal direction 169 

(red shaded areas in Figure 4A). This prevalence of a top-down fronto-temporal directionality disappeared 170 

shortly after 300ms after MIRC presentation, and, after that time, the flow of information was either 171 

significantly stronger in the opposite bottom-up temporo-frontal direction or equally strong in the two 172 

directions (Figure 4A). Next, we computed, for each frontal electrode, the time at which the functional 173 

interactions to and from all paired temporal electrodes was significantly stronger in either the frontal-174 

temporal or temporal-frontal direction. As shown by the two distributions in Figure 4B, the median onset 175 

time at which the interactions were significantly stronger in the frontal to temporal direction was 176 

significantly earlier than when it was stronger in the temporal to frontal direction (median 177 

frontaltemporal=96ms, median temporalfrontal=312ms; Mann-Whitney U-test=675, p=0.028). 178 

 179 

Neural changes accompanied learning to recognize sub-MIRC images 180 

Participants could not recognize sub-MIRC stimuli when presented in the first part of each mini-181 

block. However, these same stimuli became recognizable after exposure to the MIRC and object images 182 

(Figure 1D). We next asked how this rapid increase in recognition performance was reflected in the neural 183 

signals by comparing the IFP responses to sub-MIRC post versus sub-MIRC stimuli. 184 

The example electrode in Figure 2 showed a significant difference between the responses to 185 

MIRCs versus sub-MIRCs (Figure 2D) and a trend toward a difference between the sub-MIRCs post versus 186 

sub-MIRCs which did not reach statistical significance (Figure 2E). The example electrode in Figure 5, 187 

located in the in the inferior temporal cortex (Figure 5A), exhibited strong evoked responses during the 188 

presentation of MIRC (blue) and also during presentation of sub-MIRC post (dashed red) stimuli (Figure 189 

5B). Similar to the electrode in Figure 2, the electrode in Figure 5 distinguished MIRC from sub-MIRC 190 

stimuli (Figure 5D). In contrast to the example electrode in Figure 2, the electrode in Figure 5 also exhibited 191 

a significantly different response to sub-MIRC post vs. sub-MIRC images (Figure 5E). These differences 192 

were also evident in single trials (Figure 5C). Notably, sub-MIRC post and sub-MIRC stimuli are identical. 193 



 

 

Thus, this difference in neural responsiveness reflects the rapid and unsupervised learning processes that 194 

made sub-MIRC post stimuli recognizable. 195 

A comparison of the neural responses to sub-MIRC post versus sub-MIRC stimuli across all 196 

electrodes revealed selective responses reflecting recognition primarily for electrodes located in the 197 

temporal lobe (n=17, 9% of responsive electrodes in that area). A small number of selective electrodes was 198 

also found in occipital (n=6, 6% of responsive electrodes in that area), parietal (n=6, 10% of responsive 199 

electrodes in that area) and frontal (n=5, 5% of responsive electrodes in that area) lobes (Figure 6A). The 200 

median onset times of selective responses to sub-MIRC post versus sub-MIRC stimuli in the temporal lobe 201 

was 252ms (Figure 6B). 202 

  203 

Discussion 204 

We recorded neurophysiological responses from the human brain during recognition of MInimally 205 

Recognizable Configuration (MIRC) images and sub-MIRCs 26. MIRCs and sub-MIRCs exhibit small 206 

differences at the pixel level. Yet, the participants showed a dramatic perceptual transition, recognizing 207 

MIRCs while failing to recognize sub-MIRCs (Figure 1D). After exposure to the MIRC and object stimuli, 208 

participants could recognize the same sub-MIRC images that they could not recognize initially (Figure 209 

1D). These behavioral observations were accompanied by temporally- and spatially-specific neural 210 

responses. Selective responses to MIRCs emerged in frontal and temporal cortex and the interactions 211 

between these two areas switched from an earlier frontal to temporal direction to a later temporal to frontal 212 

direction (Figures 3, 4). Furthermore, the rapid increase in recognition of sub-MIRCs was associated with 213 

the emergence of selective responses predominantly in the temporal lobe (Figures 5, 6). 214 

In our experiments, the frontal lobe appeared to have an important role in the recognition of MIRC 215 

stimuli. A role of this brain region in the perception, recognition and categorization of objects 33 is supported 216 

by experiments in monkey showing that frontal cortex contains neurons selective for complex visual stimuli 217 

33–40. In particular, frontal areas seem to be specifically involved in the processing of challenging stimuli, 218 

such as ambiguous, occluded or masked objects 23,24,41–43. For instance, monkey prefrontal cortex neurons 219 

are more activated by occluded objects that are hard to identify 44 and inactivation of ventral pre-frontal 220 

cortex impairs encoding and recognition of challenging images 45,46. Furthermore, frontal areas seem to 221 

have a role in the learning and retrieval of perceptual categories 47–52. MIRC images are, by definition, 222 

challenging to recognize as they contain only minimal information about the depicted object and their 223 

recognition entails long integration times53. In line with that, Figures 3 and 4 suggest that recognition of 224 

MIRC stimuli is associated with an initial top-down functional interaction from the frontal to the temporal 225 



 

 

lobe followed by a later bottom-up interaction in the opposite direction. This result is corroborated by a 226 

frequency-resolved gDPC analysis showing that, in agreement with recent proposals 54–57, the initial frontal 227 

to temporal flow of information is carried by lower temporal frequencies in the beta range, while the later 228 

temporal to frontal flow of information is mainly carried out by higher temporal frequencies in the gamma 229 

range (Figure S8). Interestingly, a functional interaction analysis on the sub-MIRC trials revealed only a 230 

feedforward flow of information from temporal to frontal areas (Figure S3). This result might seem at odds 231 

with the intuition that the unrecognized sub-MIRC stimuli could produce “hypotheses” in the frontal cortex 232 

that are fed back to temporal areas without reaching confirmation. However, the functional interactions 233 

analysis reveals directed interactions between neural responses in frontal and temporal areas. In the case of 234 

sub-MIRCs, there is a feedforward interaction between temporal and frontal responses that is related to 235 

visual processing of these stimuli. The opposite frontal to temporal interactions are missing, perhaps 236 

because any activity in frontal areas related to “hypotheses formulation” did not produce a corresponding 237 

recognition-related activity in temporal areas given that sub-MIRC stimuli were, by definition, not 238 

recognized.  239 

The frontal lobe is also implicated in speech production 58. It might be thus hypothesized that the 240 

selective responses that we observed in frontal areas might be, at least partially, due to the preparatory 241 

activity related to the task of verbally reporting their percept that the participants had to carry out. Two 242 

reasons make this interpretation of our results unlikely. First, our participants had to verbally report their 243 

percept in all conditions. The results of Figure 3 were obtained by contrasting IFPs produced by MIRC 244 

stimuli with those produced by sub-MIRC stimuli and this contrast should thus discount potential neuronal 245 

activations related to speech preparation that are common to the two conditions. Second, the contrast sub-246 

MIRC post vs sub-MIRC (Figure 6) produced virtually no selective responses in frontal areas. Participants 247 

had to verbally report their percept also in these two conditions and the recognition rates of sub-MIRC post 248 

stimuli were also comparable to those of MIRC stimuli (Figure 1D), that produced instead widespread 249 

selective responses in the frontal lobe (Figure 3). 250 

Perception of MIRC stimuli elicited widespread activations also in the temporal lobe (Figure 3). 251 

This brain region has also been implicated in the recognition of occluded and ambiguous stimuli. Indeed, 252 

studies have shown signals in the human inferior temporal cortex that may reflect the processing of occluded 253 

stimuli 20,23,24,59–61. In the same vein, studies in monkeys have identified populations of neurons in infero-254 

temporal cortex whose responses correlated with the spatial extent of the occluder or that declined with the 255 

degree of occlusion of a to-be-recognized shape 44,62–64. The selective responses for MIRCs that we found 256 

in the temporal lobe might thus also reflect the activation of neural processes involved in their recognition. 257 

This proposal is also consistent with a neuroimaging study in humans that showed, in agreement with results 258 



 

 

reported here, that the MIRCs vs sub-MIRCs contrast generated extensive activations in several regions of 259 

the temporal lobe 65. Taken together, the pattern of activations during the perception of MIRC stimuli 260 

suggests that their recognition might rely on the dynamic interplay of fronto-temporal neural processes. 261 

Participants quickly learned to recognize sub-MIRC images after being exposed, in previous blocks 262 

and with no feedback, to the associated MIRC and object images (Figure 1D). This striking difference in 263 

recognition performance was correlated with concomitant changes in the neural responses, predominantly 264 

in the temporal lobe (Figures 5,6). Because the sub-MIRC post stimuli are, by definition, identical to the 265 

sub-MIRC stimuli presented initially, these neural responses reflect the participant’s distinct perceptual 266 

experience between the initial and subsequent encounters with these complex stimuli. The results are 267 

reminiscent of a very interesting study by Tovee et al. 66 in which they found a change in the responses of 268 

single units in the macaque temporal lobe during the observation of degraded visual stimuli before and after 269 

exposure to their undegraded and fully recognizable versions. 270 

Consistent with the fact that MIRC and sub-MIRC images are very similar at the pixel level 26, their 271 

contrast produced a low number of selective responses in low-level areas in the occipital lobe (n=11, Figure 272 

3). In agreement with this observation, an even lower number of selective responses in occipital cortex was 273 

produced by the contrast sub-MIRC post vs sub-MIRC (n=6, Figure 6), where the presented stimuli were 274 

indeed the same in both conditions. These results are in agreement with the notion that the occipital lobe is 275 

mainly involved in the processing of low-level characteristics of visual stimuli 67 and further strengthen the 276 

conclusion that recognition of MIRC stimuli relies on high-level, rather than low-level, mechanisms. 277 

For both MIRC and sub-MIRC post stimuli, the median time at which selective neural signals 278 

emerged in the temporal lobe was around 250-350ms (Figures 3 and 6), which is longer than the typical 279 

latencies of 100-200ms reported for the decoding of object identity from population responses 29,68,69. At 280 

the behavioral level, MIRC stimuli are known to produce long response times which might be the result of 281 

long integration processes 53,70. Here, we specifically focused on these recognition processes by comparing 282 

IFPs elicited by recognized stimuli (MIRC or sub-MIRC post) versus those elicited by the unrecognized 283 

sub-MIRC stimuli in the interval from 50 to 550ms after stimulus onset. In contrast, many earlier studies 284 

focused on the neural responses to easy-to-recognize stimuli 69 in a shorter temporal window (e.g. [50, 285 

300]ms 29,68 after stimulus onset. Thus, the longer median onset time that we found may be related to the 286 

accumulation of evidence that is needed to recognize the challenging MIRC stimuli and the relatively long 287 

search interval that we considered. In line with this interpretation, long latencies, similar to those reported 288 

here, have been reported in previous human studies that investigated perceptual closure processes by 289 

contrasting, similar to our approach, challenging-to-recognize stimuli versus unrecognized stimuli 20,59,60,71 290 



 

 

or the timing of conscious perception 72–75 in a large temporal window after stimulus onset. Indeed, as shown 291 

in Figure S4, visual responses to MIRC stimuli (i.e. MIRC responses significantly different from baseline) 292 

in the [50, 350]ms interval exhibited a sensibly shorter median latencies (median =152ms and 208ms in the 293 

occipital and temporal lobe respectively, Figure S4A) that are in line with previous decoding studies, with 294 

several of these responses starting already before 100ms (Figure S4B). 295 

Limitations of the study 296 

In Ullman et al.’s original study on minimally recognizable configurations, each participant was 297 

exposed to a single stimulus for each category and was never tested again; thus, all the comparisons were 298 

between participants 26. Our study focused on the neural responses to such stimuli and therefore several 299 

changes were introduced with respect to the original experimental design. Our study focuses on 300 

comparisons within participants, which required presenting different levels of degradation of the original 301 

images in sequential order: as shown in Figure 1D, participants recognize sub-MIRC images after exposure 302 

to the MIRC and object images. To ensure reproducibility, stimuli are repeated multiple times in contrast 303 

to the single presentations in Ullman et al’s original work (Methods). 304 

All the neural data in our study come from patients with pharmacologically-resistant epilepsy. As 305 

a consequence, the number and location of electrodes are dictated solely by clinical criteria. Although we 306 

had extensive coverage of brain locations (Table S1, Figure S1 and S7), this sampling was necessarily not 307 

exhaustive. Thus, other regions, not sampled here, may also contribute to processing MIRC, sub-MIRC, 308 

and sub-MIRC post stimuli. 309 

The age range in our study is limited by the availability of patients with pharmacologically-resistant 310 

epilepsy. Previous developmental studies show that, by the age of 11, visual object perception has several 311 

adult-like behavioral characteristics 76,77. Additionally, the behavioral results in Figure 1D are consistent 312 

with previous work 26. However, it is possible that a much larger sample of patients at different ages could 313 

help better delimit the development of interactions between ventral visual cortex and frontal cortex regions 314 

during recognition of complex images.  315 

  316 

Conclusions 317 

There has been exciting progress in developing computational models that provide a first-order 318 

approximation to the cascade of computations along the ventral visual cortex during object recognition 78–319 

81. These models can capture aspects of visual recognition behavior in monkeys and humans 82 and can also 320 

approximate neural responses along the ventral visual cortex 83. Despite these successes, multiple pieces of 321 

evidence have highlighted that these models fail to account for the whole repertoire of visual behavior and 322 

neurophysiology 84,85. In particular, these models fail to account for recognition of MIRC stimuli 26. 323 



 

 

Challenging stimuli like MIRCs, and especially the sharp transition from sub-MIRC to MIRC in the neural 324 

and behavioral responses, provide important constraints to develop future models that incorporate recurrent 325 

computations hypothesized to be critical for recognition.  326 
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Figure legends 347 

Figure 1 – Experimental design and behavioral performance. (A) Temporal unfolding of each trial. A trial 348 
started either 3 seconds after the end of the previous trial or upon a key press from the participant. A 349 
fixation cross was first shown for 400 ms, followed by an image shown for 1 second. After the image 350 
disappeared, the participant was asked to verbally identify the image. (B) The 10 images of objects or 351 
objects parts used as base stimuli. (C) Temporal order of the conditions presented in the experiments. MIRC 352 
(MInimal Recognizable Configurations, blue) and sub-MIRC (red) stimuli were images obtained by cropping 353 
or changing the resolution of the base images. MIRC images were defined as image patches that are 354 
reliably recognized by observers and for which further reduction in either size or resolution makes the patch 355 
unrecognizable. A non-recognizable descendant of a MIRC image was called a sub-MIRC 26. Object (black) 356 
stimuli were a subset of the base images in B. The sub-MIRCs post (dashed red) stimuli consisted of the 357 
same sub-MIRCs images from block 1, presented again at the end of the experiment, after participants 358 
were exposed to the MIRC and object images. (D) Recognition performance (fraction correct) for each 359 
stimulus condition (n=12 participants). Notice the sharp drop in performance between MIRC (blue) and 360 
sub-MIRC (red) images and the increased performance in the sub-MIRC post (red stripes) compared to the 361 
sub-MIRC images. Error bars represent standard error of the mean. 362 

Figure 2 – Neural responses distinguished MIRCs from sub-MIRC images. (A) Example electrode in the 363 

triangular part of the left inferior frontal gyrus shown on a template brain (MNI coordinates = [-53.4, 27.9, 364 

11]). (B) Neural responses of the example electrode in the four experimental conditions (Fig. 1C): object 365 

(black), MIRC (blue), sub-MIRC (red) and sub-MIRC post (dashed red). The curves represent the mean 366 

intracranial field potential (IFP) response in each condition, aligned to stimulus onset (t=0, vertical black 367 

dashed line) and averaged across all trials. The shaded area around each curve indicates standard error of 368 

the mean. The number of trials in the different conditions are shown in the legend at the bottom. The gray 369 

rectangle marks the interval considered for the analysis of neural responses. (C) Same responses as in panel 370 

B, showing all individual trials as raster plots (see scale bar in color map on the right). The color of each 371 

box’s border indicates the experimental condition. (D, E) Responses to MIRC and sub-MIRC stimuli (D), and 372 

sub-MIRC post and sub-MIRC stimuli (E). The black horizontal line in D shows the interval in which 373 

responses to MIRCs and sub-MIRCs were statistically different (p<0.01, Mann-Whitney U-test). 374 

Figure 3 - Selective responses to MIRCs vs sub-MIRCs exhibited spatial and temporal specificity. (A) 375 

Locations of electrodes exhibiting significantly different responses between MIRCs and sub-MIRCs (n=156). 376 

Selective responses were mostly located in the temporal (n=48) and frontal (n=58) cortex.  Each circle 377 

represents an electrode; the color codes the time at which an electrode started to differentiate between 378 

MIRCs and sub-MIRCs. (B) Distribution of selectivity start times for the MIRC vs. sub-MIRC comparison in 379 

the frontal and temporal lobes (median temporal lobe=343ms; median frontal lobe=368ms). The 380 

distributions of onset times for electrodes located in the occipital and parietal cortex were not plotted here 381 

since only n=11 and n=9 electrodes, respectively, were found. The brain locations of the remaining n=30 382 

electrodes could not be determined.  383 

 384 

Figure 4 – Temporal dynamics of the functional interactions between temporal and frontal areas during 385 

the perception of MIRC stimuli. (A) Strength, as assessed by generalized Partial Directed Coherence (gDPC 386 
31), of the temporal to frontal (blue curve) and frontal to temporal (green curve) functional interactions 387 

measured in participants (n=6) that had at least 2 responsive electrodes in both the temporal and frontal 388 



 

 

lobe. The curves represent the average gPDC obtained from n=3639 pairs of frontal and temporal 389 

electrodes respectively. Standard errors are shown but they are too small to be visible. Red-shaded areas 390 

mark intervals where the interactions in one direction are significantly stronger than in the opposite 391 

direction. The functional interactions are initially stronger in the frontal to temporal direction and they 392 

subsequently (after approximately 400ms) become either equally strong in the two directions or stronger 393 

in the temporal to frontal direction. (B) Distributions, across all examined frontal electrodes, of the onset 394 

times at which the functional interactions were stronger in the frontal to temporal compared to the 395 

opposite temporal to frontal direction (green) or the other way around (blue). The medians of the two 396 

distributions were significantly different (Mann-Whitney U-test=675, p=0.028. Frontal  temporal: 397 

median = 96ms; Temporal  frontal: median = 312ms). 398 

Figure 5 – Selective responses to sub-MIRC post versus sub-MIRC images. Example electrode in the left 399 

inferior temporal cortex (MNI coordinates = [-32.7, -27.1, -23.6]). The layout of the panels and symbols 400 

follow the format in Figure 2. This electrode showed a significantly different response between sub-MIRC 401 

post (dashed red) and sub-MIRC (red) (E) and between MIRC (blue) and sub-MIRC (red) (D). 402 

 403 

Figure 6 – Sub-MIRCs post stimuli elicited selective responses in the temporal lobe. Locations of 404 

electrodes exhibiting significantly different responses between sub-MIRC post and sub-MIRC images 405 

(n=39). Selective responses were mostly located in the temporal cortex (n=17). (B) Distribution of start 406 

times for selective responses for the sub-MIRC post vs. sub-MIRC comparison in the temporal cortex 407 

(median=252ms). The distributions of onset times for electrodes located in the frontal, parietal and 408 

occipital cortex are not shown since only n=5, n=6 and n=6 electrodes, respectively, were found. 409 
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STAR Methods 411 

Key resources table 412 

Software and algorithms 

Python 3.12.7 Python Software Foundation  https://www.python.o
rg/ 

Matlab R2024 The MathWorks, Inc., Natick, 
MA 

https://www.mathwor
ks.com 

FreeSurfer 6 86 https://surfer.nmr.mg
h.harvard.edu/ 

Intracranial Electrode Visualization (iELVis) Toolbox 87 https://github.com/iEL
Vis/iELVis 

generalized Directed Partial Coherence (gDPC) 31,32  

Custom code developed in this study DOI: 
10.5281/zenodo.14788055 

https://kreimanlab.co
m/code/mirc/ 

 413 

Resource availability 414 

Raw data and the code developed for data analysis are available at https://kreimanlab.com/code/mirc/ 415 

and also DOI: 10.5281/zenodo.14788055 416 

 417 

Materials availability 418 

This study did not use or generate any reagents. 419 

 420 
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Experimental model and study participant details 422 

Participants were 12 patients (5 male, 11–43 years old, see Table S2) with pharmacologically- 423 

resistant epilepsy treated at Children's Hospital Boston (CHB) or John Hopkins Hospital (JHH). The patients 424 

were implanted with intracranial electrodes to localize seizure foci for potential surgical resection 29,88. All 425 

procedures were approved by each hospital's institutional review board and were carried out with the 426 

participants' informed consent. Electrode types, numbers, and locations were driven solely by clinical 427 

considerations.  428 

 429 

Methods  430 

Psychophysics task 431 

Participants had to identify grayscale images presented at the center of a Mac Pro 15-inch laptop’s 432 

screen placed in front of them. Stimuli were presented with a uniform gray ([128, 128, 128]) background, 433 

at an estimated screen luminance of around 150 nits. The sequence of events within each trial is shown in 434 

Figure 1A. Participants were first presented with a black fixation cross on a gray screen. After 400ms, the 435 

fixation cross disappeared, and an image was presented at the center of the screen for 1s. Images were 436 

200 × 200 pixels in size and subtended approximately 5x5 degrees of visual angle. Finally, patients were 437 

shown a blank screen with a question mark and asked to report verbally with a single word what they 438 

recognized in the image. The experimenter compared these single-word responses with a list of acceptable 439 

words for each image to assess correctness. The list of acceptable words was created by asking a different 440 

set of participants in the lab to describe the full object images with single words using unlimited 441 

presentation time. The participants’ responses were recorded, and no feedback about their correctness 442 

was provided. In total, 5,444 images were presented across all participants. 443 

 444 

Visual stimuli 445 

The images presented in our experiment were a subset of those used in the original Ullman et al. 446 

study 26.The images were generated starting from a set of 10 images representing objects or object parts 447 

from ten different categories (Figure 1B: plane, ship, fly, eagle, horse, bike, car, eye, eyeglasses, and suit). 448 

For each image, Ullman et al. generated five descendants belonging to two types obtained by iteratively 449 

cropping it or resampling it at a lower resolution respectively. They operationally labeled an image a “MIRC” 450 



 

 

 

if “it could be reliably identified by a human observer and none of its five descendants could reach a 451 

recognition criterion of 50%” 26. A non-recognizable descendant of a MIRC is referred to as “sub-MIRC”. 452 

Images could thus only post-hoc be labeled as MIRC or sub-MIRC. The combination of the similarity at the 453 

pixel with the dramatic difference in recognition rates of MIRC and sub-MIRC stimuli make them ideal 454 

candidates to probe the differences in neural processes between recognized and unrecognized stimuli. 455 

Ullman et al.’s original behavioral experiment was run online on Amazon’s Mechanical Turk and 456 

sampled a large population of approximately 14,000 participants 26. Comparisons were made across 457 

participants who were exposed to each image only once. Our focus was to evaluate the neural responses 458 

to those images and we therefore introduced several modifications to the task. In Ullman et al.’s 459 

experiments, each participant viewed only one image. In our experiments, each participant was presented 460 

with images from all the 10 categories (“object” condition in Figure 1D) together with three of its 461 

descendants at progressively higher levels of degradation. To minimize adaptation effects, stimuli were 462 

presented in a mini-block design paradigm. Within each mini-block, we presented stimuli belonging to two 463 

out of the ten stimulus categories starting from the most degraded to the undegraded images (“object” 464 

condition) (Figures 1C). The most degraded stimuli were presented again at the end of the mini-block (“sub-465 

MIRC post” condition). Each participant underwent 5 consecutive mini-blocks so as to present all 10 466 

stimulus categories. The order of presentation of the 10 categories was randomized across participants. 467 

For subject 1, stimuli were presented in a standard block design with no mini-blocks. In a separate 468 

psychophysics experiment with 7 participants without epilepsy, we verified that this modified experimental 469 

design did not alter recognition performance and yielded results similar to the original study (Figure S2).  470 

Following Ullman et al. 26,for each category and participant, we labeled “MIRCs” all images whose 471 

recognition performance was higher than 50% and “sub-MIRCs” all images that yielded a recognition rate 472 

smaller than 50%. This step defined, on a participant-by-participant level, the threshold for which a 473 

recognizable visual stimulus (i.e., a MIRC) becomes unrecognizable (i.e., a sub-MIRC). For each participant, 474 

image categories for which this was not possible (i.e., that produced a recognition rate consistently higher 475 

or lower than 50% at all levels of degradation) were excluded from further analyses. In the “MIRC” and 476 

“sub-MIRC” blocks, each participant was shown each image for 10 times for a total of 200 trials (10 477 

categories x 2 conditions (MIRC and sub-MIRC) x 10 repetitions). In the “object” and “sub-MIRC post” 478 

blocks, each participant was shown each image for 5 times for a total of 100 trials (10 categories x 2 479 

conditions (object and sub-MIRC post) x 10 repetitions). The original Ullman et al study only defined MIRC 480 

and sub-MIRC on average, across participants. However, for the evaluation of neural responses, it is 481 



 

 

 

essential to define whether a given participant recognized an image or not. For example, a given sub-MIRC 482 

image could yield, say, 15% recognition and the corresponding MIRC image could yield, say, 90% 483 

recognition, on average across participants, which would be consistent with the strong behavioral effects 484 

reported in Figure 1D and in the original study. However, here we are particularly interested in whether a 485 

given individual participant did or did not recognize a given image and it would thus not suffice to use the 486 

average behavioral assessments. 487 

 488 

Neurophysiological recordings 489 

Participants were implanted with either intracortical stereo electroencephalography (sEEG) depth 490 

electrodes or subdural electrocorticography (ECoG) electrodes (Ad-Tech, Racine, WI, USA). Depth 491 

electrodes contained from 6 to 16 recording sites. Each subdural grid or strip had from 4 to 128 recording 492 

sites with an inter-site distance of 1 cm. Each recording site was 2 mm in diameter. The number of recording 493 

sites per participant ranged from 83 to 229, for a total of 1,752 sites across all participants (see Table S1 for 494 

the electrodes for which brain location could be recovered). All data were collected during periods without 495 

seizures. Data were recorded using XLTEK (Oakville, ON, Canada) or BioLogic (Knoxville, TN, USA) with 496 

sampling rates of 1,000 Hz 3or 2,000 Hz, depending on the hospital. For analysis purposes, all signals were 497 

down-sampled to 1,000 Hz. 498 

 499 

Quantification and statistical analysis 500 

 501 

Data Pre-processing 502 

Data analyses were performed in Python. We followed the same pre-processing steps for the 503 

intracranial field potentials (IFPs) as in previous studies 29. We first applied a notch filter at 60 Hz and 504 

harmonics, and we then low-pass filtered the signal at 100 Hz. We excluded from further analysis electrodes 505 

that showed evidence of electrical noise. Finally, to remove potential movement artifacts, we computed, 506 

on a per-electrode basis, the overall distribution of the total IFP power in all trials for each electrode 507 

(regardless of experimental condition) and excluded from further analyses those trials whose power was 508 

more than 4 standard deviations from the mean. 509 



 

 

 

 510 

Electrode localization 511 

Electrodes were localized by co-registering the preoperative magnetic resonance imaging (MRI) 512 

with the postoperative computer tomography (CT) by means of the iELVis toolbox for Matlab 87. For each 513 

participant, the brain surface was reconstructed from the MRI, corrected for post-implant brain shift, and 514 

assigned to one of 75 different regions in Freesurfer software 86 based on the 2009 atlas 29,89,90. Depth 515 

electrodes were assigned either to a subcortical structure or to gyri/sulci. The location of electrodes for 516 

which the brain location could be recovered together with their average MNI coordinates is shown in Table 517 

S1.  518 

Data Analysis 519 

Comparison between conditions – We first sorted the instantaneous values of the IFPs at time t, IFPj(t), 520 

based on trial j and condition c (i.e., MIRC, sub-MIRC, object or sub-MIRC post). For each condition and 521 

participant, we normalized all trials by subtracting the average across trials of the IFPs during the baseline 522 

interval ([-200 50] ms before stimulus onset). For each contrast between two conditions c1 and c2 (e.g., 523 

MIRC vs sub-MIRC), we first identified the set of responsive electrodes, defined as those electrodes whose 524 

IFPj(t) were statistically different from baseline at a p<0.01 level (Wilcoxon ranksum test) for at least 50 525 

consecutive time points for either condition c1 or condition c2. The length of this interval was selected so 526 

as to keep the experiment-wide false discovery rate below the p<0.05 threshold throughout all our analyses 527 

(see section “Bootstrapping analysis of the number of selective electrodes” and Figure S5). We defined 528 

visually selective electrodes within the responsive electrodes as those whose distributions IFPj,c1(t) and 529 

IFPj,c2(t) during conditions c1 and c2 respectively, were statistically different at a p<0.01 level for at least 50 530 

consecutive time points. The latency of stimulus selectivity was defined as the first time point when the 531 

statistical test was significant. We focused on two comparisons: MIRC vs. sub-MIRC and sub-MIRC post vs. 532 

sub-MIRC in the time interval [50 550] ms after stimulus onset. 533 

 534 

Bootstrapping analysis of the number of selective electrodes – To estimate the null-hypothesis distribution 535 

of the number of significant electrodes yielded by a contrast between two conditions c1 and c2 we first 536 

randomly shuffled, within each participant, the labels of the trials belonging to the conditions and we then 537 

performed the analysis as detailed above (“Comparison between conditions”). We repeated these steps 538 



 

 

 

for 500 times to estimate the null-hypothesis distribution. Comparison of the number of selective 539 

electrodes obtained in the two contrasts described here (MIRC vs sub-MIRC: 156 electrodes, and sub-MIRC 540 

post vs sub-MIRC: 39 electrodes) with these null-distributions shows that in both cases the false discovery 541 

rate (FDR) was < 0.05 (Figure S5). 542 

 543 

Directional correlation – To assess the directional correlation between channels, we employed the time-544 

varying generalized Partial Directed Coherence (gPDC) 31, which is an approach based on the Geweke-545 

Granger causality framework 91,92. Among many directional correlation estimation methods such as the 546 

Directed Transfer Function, the Partial Directed Coherence, and the multivariate Granger Causality 32,93,94, 547 

the gPDC has been proven to be the most effective estimator and to be robust with respect to the data 548 

normalization method 32,95,96. Within the Granger causality framework, a time series x is directionally 549 

correlated to a time series y if the knowledge of past samples of x reduces the prediction error for the 550 

current sample of y. The relation can be estimated by fitting, for each participant, a time-varying 551 

multivariate autoregressive (MVAR) model on the set of available electrodes. In our analyses, the order of 552 

the MVAR model was set to 40 (i.e., spanning a 40ms interval) to account for neurophysiologically plausible 553 

timing of interactions between areas. Among time-varying MVAR estimation methods, the GLKF 554 

outperformed other algorithms, such as the recursive least square, the multivariate adaptive 555 

autoregressive estimator, the classic Kalman filter, and the dual extended Kalman filter 97–100. It should be 556 

noted that we fitted the GLKF on the raw IFPs (i.e. not low-pass filtered), as spurious correlations can arise 557 

when time series are filtered 101. For each participant, we then used the MVAR model parameters to 558 

compute the gPDC between each possible pair of electrodes in the temporal and frontal lobe. We 559 

discounted pre-stimulus connectivity by removing from each trial and frequency the average connectivity 560 

estimated in the baseline interval. For each electrode pair, the gPDC is a function of time and frequency. 561 

We averaged the gPDCs values in the frequency domain to deal only with broadband temporal signals. We 562 

then used a cluster-based permutation test 102 to quantitatively compare the strength of the directional 563 

correlation from the temporal to the frontal lobe and vice versa across participants and channels. This 564 

analysis identified clusters of contiguous time points exhibiting consistent patterns, and permutation 565 

testing was applied to determine whether these clusters represented statistically significant deviations 566 

from chance. 567 

 568 



 

 

 

Analysis of the latency of directional correlation – For each frontal electrode fi, we conducted a cluster-569 

based permutation test 102 to compare the mean directional correlation from all temporal electrodes to fi 570 

against the mean directional correlation from fi to all temporal electrodes. The first time point at which this 571 

difference was statistically significant, if present, represented the onset latency of a difference between 572 

the directed correlation to or from fi. Latencies were then sorted into two sets, based on whether they 573 

corresponded to a higher gPDC from the temporal lobe to fi or from fi to the temporal lobe (the two 574 

distributions in Figure 4B). A subsequent Mann-Whitney U test was employed to assess the significance of 575 

the difference in latency distributions of the medians between these two sets. 576 

 577 
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-35.92 -45.83 -20.19 
-11.67  19.98  22.99 
-44.79 -28.   -22.56 
-56.33 -37.03   8.31 
-29.85  39.74  14.51 
-31.77 -37.65  46.61 
-6.01  48.56 -24.35 
-35.26   2.91 -21.76 
-14.76 -30.52  12.26 
-41.99   9.23  22.37 
-35.82  56.54  -8.87 
-20.03 -29.79  38.33 
-44.36 -31.54   9.66 
-6.15 -20.08  35.88 

-10.37 -75.97  -8.28 
-2.76 -46.64  43.85 
-47.18 -13.58   9.09 
-36.38 -49.21  42.74 
-40.67 -66.72  -1.82 
-42.21  15.35   3.26 
-53.85  32.58  13.59 
-34.72   1.59 -13.29 
-10.49  38.35 -16.48 
-13.69 -42.52  62.77 
-36.53 -44.6   50.28 
-32.23  33.54  -2.08 
-46.15  20.54  12.04 
-34.48 -31.46 -15.18 
-12.17  44.2  -10.19 

-9.95 68.48 -0.23 
-2.1  -82.47  11.71 

-45.57  32.29 -15.75 
-35.47 -82.49  -9.56 
-52.77 -52.5   28.19 
-10.39 -87.65   5.48 
-24.11 -32.65  43.7 
-5.2  -30.89  49.31 
 -28.2  -91.2    0.41 

-19.77 -91.18  17.07 
-50.2  -22.5    4.98 

Table S1 - Anatomical locations of all electrodes for which brain localization could be computed, Related 2 
to STAR Methods. 3 
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Participant 
# Age Gender # Electrodes 

1 17 M 229 
2 25 M 190 
3 18 F 83 
4 15 F 212 
5 35 F 125 
6 26 F 104 
7 12 M 96 
8 43 F 181 
9 22 F 122 

10 11 F 158 
11 21 M 94 
12 12 M 158 

Table S2 - Information about the 12 patients that participated in the study, Related to STAR Methods. 

 



Casile et al, Neural correlates of minimal recognizable configurations in the human brain 
 

  5 

 

Participant 
# 

Object MIRC subMI
RC 

subMI
RC 
post 

1 25 50 50 20 
2 25 50 50 25 
3 30 60 60 30 
4 25 50 50 25 
5 30 60 60 20 
6 15 30 30 25 
7 25 50 50 15 
8 15 30 30 20 
9 30 60 60 30 
10 30 60 60 30 
11 30 60 60 35 
12 10 20 20 10 

Table S3 - Number of trials that we considered in our analysis per condition for each participant, 
Related to STAR Methods. 
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Figure S1 – Locations of recorded sites for which we could recover MNI coordinates across our cohort 
of patients (n=12, see also Table S1), Related to Figure 3, 6, and STAR Methods. 
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Figure S2 – Results of a behavioral study with 7 participants without epilepsy, Related to Figure 1 
and STAR Methods. The format and conventions are as in Figure 1D.  
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Figure S3 – Temporal dynamics of the functional interactions between temporal and frontal areas 
during the perception of sub-MIRC stimuli, Related to Figure 4. The panel shows the strength, as 
assessed by generalized Partial Directed Coherence (gDPC, Baccalá et al., 2007), of the temporal to 
frontal (green curve) and frontal to temporal (blue curve) functional interactions measured in 
participants (n=6) that had at least 2 responsive electrodes in both the temporal and frontal lobe. The 
curves represent the average gPDC obtained from n=3639 pairs of frontal and temporal electrodes 
respectively. Standard errors are shown but they are too small to be visible. Red-shaded areas mark 
intervals where the interactions in one direction are significantly stronger than in the opposite 
direction.  
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Figure S4 – Visual responses to MIRC stimuli, Related to Figures 2 and 3. (A) Distribution of 
responsivity start times for the MIRC stimuli in the occipital (n=48 electrodes, median=152ms), 
temporal (n=78, median=208ms), parietal (n=47, median=206ms) and frontal (n=55, median=219ms) 
lobes. We deemed visually responsive to MIRC stimuli those electrodes whose responses during MIRC 
trials were statistically different from baseline at a p<0.01 level (Wilcoxon ranksum test) for at least 50 
consecutive time points (see Methods). Asterisks signify statistically different responses at the p<0.05 
level. (B) Neural responses of the 8 MIRC-responsive electrodes with shortest latency located in the 
occipital lobe. The response latency and brain area of each electrode are shown in the title. 
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Figure S5 – Distributions of the False Discovery Rate (FDR) of the number of selective electrodes, 
Related to Figures 3, 6, and STAR Methods. The two panels show the distribution of the number of 
electrodes selective for MIRC versus sub-MIRC (A) and sub-MIRC post versus sub-MIRC (B) when the 
condition labels were randomly shuffled 500 times. In each panel, the red shaded area represents the 
top 5% tail of the distribution, and the vertical dotted line represents the number of selective electrodes 
found in the corresponding analysis (MIRC vs sub-MIRC: 156 electrodes, and sub-MIRC post vs sub-
MIRC: 39 electrodes). In both cases our analyses have FDR < 0.05. 
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Figure S6 – Histograms of the selectivity start times of responses differentiating between MIRCs and 
sub-MIRCs in the frontal lobe, Related to Figure 3. The distribution was not unimodal (Hartigans’s dip 
test, p<0.005) and it appeared to consist of two components: an “early” and a “late” component, color 
coded in orange and green, respectively. The legend shows the median of the two distributions and the 
inset the anatomical locations of the electrodes. The distribution of onset times contains data from 5 
participants. At the single-participant level, due to sampling limitations, Hartigan’s dip test was 
significant in only one of our participants. 
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Figure S7 – Location of electrodes in each of the 12 participants, Related to STAR Methods. 
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Figure S8 – Results of a frequency-resolved generalized Directed Partial Coherence (gDPC) analysis 
during the perception of MIRC stimuli, Related to Figure 4 and Discussion. The two panels show the 
strength, as assessed by generalized Partial Directed Coherence (gDPC, Baccalá et al., 2007), of the 
temporal to frontal (blue curve) and frontal to temporal (green curve) functional interactions measured 
in participants (n=6) that had at least 2 responsive electrodes in both the temporal and frontal lobe 
during the observation of MIRC stimuli. The curves represent the average gPDC obtained from n=3639 
pairs of frontal and temporal electrodes respectively. The two panels show the directionality of the 
functional interactions obtained when the gDPC was integrated in the lower ([13-30]Hz; panel A) or 
higher ([30-100]Hz; panel B) temporal frequency range respectively. Standard errors are shown but 
they are too small to be visible. Red-shaded areas mark intervals where the interactions in one direction 
are significantly stronger than in the opposite direction. 




