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Abstract

Uncovering which features’ combinations high-level visual units encode is critical
to understand how images are transformed into representations that support recog-
nition. While existing feature visualization approaches typically infer a unit’s most
exciting images, this is insufficient to reveal the manifold of transformations under
which responses remain invariant, which is key to generalization in vision. Here we
introduce Stretch-and-Squeeze (SnS), an unbiased, model-agnostic, and gradient-
free framework to systematically characterize a unit’s invariance landscape and
its vulnerability to adversarial perturbations in both biological and artificial visual
systems. SnS frames these transformations as bi-objective optimization problems.
To probe invariance, SnS seeks image perturbations that maximally alter the repre-
sentation of a reference stimulus in a given processing stage while preserving unit
activation. To probe adversarial sensitivity, SnS seeks perturbations that minimally
alter the stimulus while suppressing unit activation. Applied to convolutional
neural networks (CNNs), SnS revealed image variations that were further from
a reference image in pixel-space than those produced by affine transformations,
while more strongly preserving the target unit’s response. The discovered invariant
images differed dramatically depending on the choice of image representation used
for optimization: pixel-level changes primarily affected luminance and contrast,
while stretching mid- and late-layer CNN representations altered texture and pose
respectively. Notably, the invariant images from robust networks were more rec-
ognizable by human subjects than those from standard networks, supporting the
higher fidelity of robust CNNs as models of the visual system. Overall, SnS offers
a powerful tool to uncover the invariant manifold of a unit, moving beyond tests
with predefined transformations and advancing our understanding of generalization
and robustness in visual systems.

1 Introduction

Both visual neuroscience and deep learning seek to understand image processing systems composed
of millions of interacting functional units (biological or artificial neurons), whose activity patterns are
shaped by their experience with natural image statistics [1}2]]. This common goal raises a fundamental
question in both fields: which combination of image features do visual neurons become tuned for?
Traditionally, this question has been addressed by developing feature visualization approaches that
discover the "preferred” stimuli that maximally activate a given unit within the network - often
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referred to as the unit’s most exciting images (MEIs) [3} 4} 5} 16| [7]. MEIs however only reveal a few
instances within the vast set of images that strongly activate a given unit [8, 9], offering poor insight
into the manifold of transformations under which the unit’s activity remains invariant.

To overcome this limitation, we developed Stretch-and-Squeeze (SnS), an unbiased, model-agnostic
method to probe visual invariance in both artificial and biological neurons. Based on previous
work [10]], SnS optimization exploits evolutionary algorithms, but with a different objective: to find
invariant or adversarial images, rather than MEIs. SnS integrates the search for invariant images
and adversarial examples within a unified optimization objective, generating image perturbations
starting from a reference image (e.g., a MEI of the unit). For invariance, SnS explicitly looks for
images that are maximally distinct from this reference stimulus in the representation of a chosen
visual processing stage, while preserving the response of a target unit upstream. This allows SnS
to characterize the invariance manifolds of the selected unit when the representation of an effective
stimulus (either a MEI or a natural image) is stretched at different processing stages. As a result, our
approach reveals the actual image variation axes the unit is able to tolerate, providing a richer, more
veridical description of its invariance landscape, as compared to traditional tests based on predefined
(e.g., affine) transformations [[11} 12} [13]].

In our study, we carried out comprehensive tests of the effectiveness of SnS to achieve the goals listed
above, using a popular CNN (ResNet50) as a benchmark. We found dramatic differences among
the invariance landscapes of ResNet50 readout units when stretching the representations at different
depths of the processing hierarchy. Stretching early, middle, and late representations yielded invariant
images that differed from the reference (and among themselves) in terms of luminance/contrast,
texture, and pose, respectively. Such qualitative differences were confirmed by measuring how the
three classes of invariant images were accurately discriminated by Support Vector Classifiers (SVCs)
in the pixel space. We also discovered important differences in these hierarchical invariances between
the standard and an adversarially trained version of the network, with invariant images from the
robust network being more recognizable by human subjects and other observer networks. Finally, we
checked the potential applicability of SnS to visual neuroscience experiments, by showing that the
method works even if the experimenter can record the activity of just a small fraction of the units in
the processing stage where the stretching is applied.

2 Related works

Probing CNN representations: feature visualization, invariance, and adversarial examples. The
question of functional interpretability and feature visualization in deep learning has predominantly
been approached by employing gradient-based optimization for image synthesis, taking advantage
of the complete analytical description and differentiability of the network [3| 14, [5]. While most
studies have focused on finding the MEIs of CNNs’ units, recent efforts have started to also explore
their invariance landscape. A prominent approach relies on discovering model metamers - i.e.,
synthesized stimuli that match the internal representation of a reference (natural) image in a specific
layer of a network [14]. Using metamers, Feather et al. [15] were able to demonstrate that standard
CNNss display highly idiosyncratic invariances at the top layers of processing, with metamers being
unintelligible to human observers or other neural networks. In contrast, CNNs trained to be robust to
adversarial images (i.e., imperceptibly modified inputs capable of altering CNN object classification
[16]) yielded metamers that were substantially more interpretable by human observers. This shows
how invariance and adversarial vulnerability are conceptually related [17]. For instance, adversarially
trained ("robust") networks can craft subtle image perturbations that not only fool the network but
can also impair [[18] or enhance [19] human object recognition, thereby reinforcing the perceptual
parallels between robust network representations and invariance in human vision.

Applications to visual neuroscience. Advances in CNN interpretability have also impacted neuro-
science, which has long suffered from a lack of effective methods to investigate the functional tuning
of visual neurons in higher cortical areas. By leveraging the strong functional analogy between CNNs
trained for image classification and the primate object recognition pathway (known as the ventral
stream [20]), it is possible to create digital twins of the ventral stream using CNNs [21} 22} 23]]. This
allows employing gradient-based optimization to synthesize images that modulate the activity of
biological neurons [24] or investigate properties like adversarial robustness in visual neurons [25]].
The digital twin paradigm has been also extended beyond primate vision, informing models of the
auditory cortex [26] and visual processing in rodents [27, [7, [28]. Importantly, related gradient-based



techniques [9] have also been used to map invariance in individual neurons, for instance, by looking
for images that maximally activate a mouse primary visual neuron while being maximally distinct in
pixel space [29].

Obviously, these approaches have an intrinsic limitation: they are only as good as the fidelity of the
digital twin is in capturing the selectivity of visual neurons. To overcome this constraint, gradientless
feature visualization methods like XDREAM have been developed, which successfully synthesize
effective MEIs for units in both the primate ventral stream [30] and artificial neural networks [6]]
by relying on evolutionary algorithms. While recent work has also begun to explore the feature
landscape around the MEIs obtained with XDREAM [31]], current gradientless approaches have not
been systematically applied to characterize the invariance of visual tuning in artificial and biological
architectures. Hence the novelty of SnS, which is, to the best of our knowledge, the first gradientless
approach to systematically infer the invariance manifolds of visual units.

3 Methods

3.1 The Stretch-and-Squeeze algorithm

SnS consists of three key components: a generative model 1, a test (or subject) network ¢ and a
gradient-free optimizer ( FigE}a). The generative model is a pretrained deep neural network [32] that
maps n-dimensional vectors & € R™ (referred to as codes) to RGB images: « = ¢ (§) € REXHxW
Crucially, the generative model 1) was trained on naturalistic stimuli and embodies a powerful prior
over the distribution of possible images. We use the Covariance Matrix Adaptation Evolutionary
Strategy (CMA-ES) optimizer [33]] to adjust the codes and iteratively improve on our objective. At
each iteration ¢ the optimizer yields a new set of codes £/ € R™, which in turn is used to generate
a new batch of images.

A core tenet of the SnS algorithm is the relational construction of its fitness function. We start
by introducing two layer indices  and ¢ for our test network ¢, where for convention we include
the input stage as k = 0, and the measuring function a* = T'(z, ¢*) € RY, which returns the
activations of all the d units in layer ¢, when the network ¢ is presented with stimulus . We then
identify a reference stimulus x ..t from which we construct the pair of reference states (a"“, af ) as
a™t =T (Zrer, 9™"). Lastly, we introduce two optimization objectives as either the minimization

squeeze OF Maximization (i.e. minimization of the negative) Lgtretcn Of the euclidean distance of a
given state a” = I" (x, ¢*) from the corresponding reference state:

£:tretch (ali?a?ef) - - || a" — a?ef ”2) L::queeze (anva?ef) =+ || a® — a?ef ||2 . (1)

The final bi-objective optimization problem is formulated as the simultaneous optimization of Lggetcn
and Lsqueeze for a given choice of layer indices «, £ and reference states.

ESDS = arg H%cin [‘C:‘cretch (F(il), ¢K)7 afef) ) £5queeze (F(m7 (bé)? afef) } . (2)

Using this formalism, we can express the solutions for both the classical adversarial attack and
stimulus invariance as the following special cases. First, we single out a target unit ufarg and identify

its scalar activation a’,; = T',(x,, #°) € R as one of our anchor reference states, where we have
introduced &, = &, as the maximally exciting stimulus (i.e., the MEI) for our target unit, computed
via 500 iterations of the XDREAM algorithm [30]]. We can then express both the search for adversarial
attacks or invariant stimulus for our target unit ufarg as the following two optimization problems:

Einv = arg mmin |:£ls$t?eotch (w7 :B*) 7‘C§queeze (FU (w7 djz) 7afef) :| (3)

Eaudv = arg mmin |:‘Cﬁtretch (Fu(w’ ¢£)7 afef) ’ L:q:uoeeze (Il?, :B*) :| (4)

This (dual) formalization reflects the fact that both invariance and robustness relate changes of high
order representations to changes at the input level (Fig[Ib). However, we remark that a key flexibility
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Figure 1: The Stretch-and-Squeeze (SnS) algorithm. (a) Overview of the SnS algorithm: candidate
stimuli are synthetized from latent codes via the image generator, and the activation response of
target units is recorded and used as fitness score by the optimizer, that adjusts a new set of codes. (b)
Dual fitness objectives in SnS. To probe invariance (right), SnS maximizes stimulus distance from a
reference in the representation space (stretch) and minimizes the variation in the activation of a target
unit (squeeze). Conversely, to synthesize adversarial examples (left), SnS minimizes changes in the
representation space, while maximizing the variation in the activation of the target unit.

of SnS is that its general formalization for the distance metric in the stretch and squeeze objectives
allows computation not only in the input pixel space, but in general intermediate representation stages
 and ¢ of the network. This allows probing invariance (or adversarial attacks) relative to different
levels of feature abstraction.

For the characterization of invariance, we set this representation space at three distinct hierarchical
levels within ResNet-50: (i) k = 0, i.e., the input pixel space (denoted low_level), (if) a mid-level
convolutional layer (15¢ convolutional stage in layer 3, mid_level), and (iii) a deep convolutional
layer (7t" convolutional stage of layer 4, high_level). Our primary target units ufarg were chosen
in the final readout layer (fully connected), as these units are typically selective for specific object
categories and integrate information across the entire visual field, facilitating the interpretation of
results. To demonstrate SnS’s generalizability beyond category-selective units, we also performed
optimizations targeting units within mid_level and high_level, which are potentially closer to
biological neurons in the visual system. In these cases, the input-side distance was computed in pixel
space (i.e. kK = 0). For adversarial attack generation, we restricted our analysis to the configuration
targeting readout layer units and defining input distance in pixel space. All SnS optimizations
were conducted on the units of two specific instances of ResNet-50, our subject network: the
standard ImageNet-pretrained model available in PyTorch [34]], and a robust counterpart generated
via adversarial training with an Lo perturbation norm constraint of € = 3 [33]].

Given that SnS fitness is defined relationally between both the target’s evoked activity and the
input-level changes, it poses a multi-objective optimization problem. A priori, no unbiased trade-off
between the competing metrics (stretch and squeeze) can be defined. Therefore, for each round of
optimization, we sorted the fitness scores by organizing them in Pareto fronts [36], a method that
groups together equally suitable solutions to the multi-objective problem. Initialization strategies and
selection from the Pareto front were adapted based on the optimization goal:

Adversarial Attacks: The search was initialized from the MEI z,. Solutions on the same Pareto front
were selected for the next generation with uniform probability (random ordering). This promotes
exploration along the front, preventing premature convergence to a single type of adversarial strategy.
Invariance Experiments: Initialization began from random normally distributed vectors. In this
scenario, solutions on the same Pareto front were prioritized based on their proximity to the target
unit’s reference activation level (min,, || I'(z, ¢*) — 2%, ||2). This exploitative strategy was motivated
by the empirical difficulty of converging towards the target activation level while at the same time
maximizing input distance.

For additional details regarding the computational experiments we refer to the Supplementary
Material, section A.



3.2 Separability of the invariant images in the pixel representation

To assess whether the representation spaces where the stretching was applied yielded sets of invariant
images that were distinguishable at the pixel level, we performed an image classification analysis. We
generated invariant images for n = 77 readout layer units (i.e., 77 ImageNet classes) by stretching
the representations in three different processing stages: (i) Low_level (pixel space), (ii) mid_level,
and (iif) high_level. For each unit and each representation space condition, we performed 10
independent optimization runs with different random seeds, yielding a total dataset of 77 x 3 x 10 =
2310 images. Principal Component Analysis (PCA) was applied to the raw pixel representations of
all images. The first k principal components were then used as input features to train a Support Vector
Classifier (SVC) with a radial basis function kernel to discriminate the class to which the invariant
images belonged (i.e., low_level, mid_level, or high_level). 5-fold cross-validation was used.

3.3 Representational Distance Analysis

To quantify how much the invariant images generated by SnS (when targeting a given processing
stage) diverged from the reference MEI (z,) across the depth of ResNet-50, we computed the
Euclidean distance between their activation vectors at each layer of the network. Again, 10 different
invariant images were produced for n = 77 distinct readout units by stretching representations at
layers low_level, mid_level, and high_level. We calculated the mean (£ SEM) Euclidean
distance between each of these 77 x 10 invariant images and the corresponding reference images
at every convolutional, pooling and linear layer of the network, separately for each stretching stage.
These distances were compared against three control metrics:

Reference Variability distance: Mean distance between all pairs drawn from 10 independent
XDREAM runs for each unit (n = (120) = 45 pairs per unit, n = 77)

Within-Category distance: Mean distance between pairs of images randomly sampled from the
same ImageNet category (mean over 1000 categories, 10 images/category).

Between-Category distance: Mean distance between pairs of images randomly sampled across all
ImageNet categories (using the same total number of pairs as the within-category control).

3.4 Interpretability of the invariant images by humans and observer networks

To assess whether the invariant images produced by SnS retain sufficient information for correct
classification by other visual systems, we tested the ability of humans or other observer neural
networks to classify them, using a 12 alternative forced choice task (AFC). For observer networks, we
used several distinct ImageNet-pretrained architectures, both standard (AlexNet, VGG16, ResNet18,
ResNet101, ConvNext base, RegNetX-16GF), obtained from PyTorch [34], and robust (ResNet-18
[37], ResNet-50 [37], ConvNext base [38]], all L., € = %5 ), obtained from RobustBench [39].

We chose 12 ImageNet categories (goldfish, chickadee, frilled lizard, Dungeness crab,
Staffordshire bull terrier, cicada, candle, grand piano, minibus, reflex camera,
soccer ball, cup). For each category, we selected 10 reference images x.¢ and, for each of them,
we generated one invariant image by stretching its representation in low_level, mid_level, and
high_level in both standard and robust ResNet-50. This yielded 6 kinds of invariant images per
reference, where invariance was always defined relative to the readout unit corresponding to the
reference image’s category. For each category, we also included in the classification pool the 10
reference images and 20 MEIs (generated with XDREAM) of the readout unit corresponding to
the chosen category (10 for the standard and 10 for the robust network). This yielded a total of 12
categories x 10 randomly sampled images x 9 stimulus types (i.e., 1 reference image, 2 MEIs and 6
invariant images). Observer networks had to classify all these 1080 images; humans had to classify a
subset of 540 images (i.e., 5 rather than 10 randomly sampled images per category). Classification
accuracy (12-AFC percent correct) was calculated for each of the 9 stimulus types.

To assess human recognizability of invariant images, we recruited 25 human participants using the
online Prolific platform. After clicking on a fixation cross at the start of each trial, participants were
presented with an image for 50 ms at ~10° of visual angle. After a 20ms blank screen, a backward
mask image (random RGB pixel noise) was then presented for 200ms. Images were presented in
random order. Participants then clicked one of 12 category buttons that subsequently appeared in a
circular arrangement, with a 10-second timeout (Fig[5h). To avoid directional bias, the sequence of



category buttons was randomly rotated for each trial. Further details on the task and the statistical
analysis are reported in Supplementary Material, Section B.

4 Results

4.1 SnS: an effective dual formulation for invariance and adversarial attacks

SnS generates effective adversarial and in-
variant images. We first validated the SnS 140J :

) Invariance task
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Rotation (0°, 45°, 90°, 135°, 180°)
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Figure 2: SnS generates effective adversarial
and invariant examples. The average activation
The invariant images generated by SnS (bottom reduction (& SD) of n = 77 readout units of a
right) were also very effective, yielding only a  robust ResNet50 (relative to their MEISs) is plotted
minor drop of the units’ activation relative to the ~against the Lo pixel distance from the MEIs, when
MEISs (mean reduction of 34% =+ 11%). At the the latter were transformed with SnS to yield either
same time, they substantially departed from the adversarial or invariant images, or were subjected
MEIs, with a mean Ly pixel distance (271 + 32  to affine transformations (rotation, translation and
pixels) that considerably exceeded the median scaling). The pixel distance refers to 224 x 224
distance between ImageNet images, as reported RGB images with values between 0 and 1.

by [18]. More impressively, SnS discovered

image transformations that were more extreme

(in terms of pixel distance) than those achieved by applying to the MEI standard data augmentations
(colored dots/lines), while altering the activation of the readout units substantially less, compared to
the most extreme augmentations (darker dots). This indicates that SnS can discover the actual axes of
image variation a unit learned to tolerate, exploring invariance manifolds way more precisely than
traditional tests with predetermined (e.g., affine) transformations.

Finally, we note that SnS successfully generated invariant images also for units in intermediate
convolutional layers (Supplementary Material, Section C). This demonstrates its applicability to the
analysis of latent representations that are closer to those of biological neurons.

4.2 SnS reveals layer-specific invariant manifolds

Next, we compared the kinds of invariant images that SnS discovered by stretching the representations
of the MEIs of the 77 readout units at different stages of processing along a robust ResNet-50 - i.e., in
the pixel space (as already done in Fig.[2), as well as in an intermediate (layer 3, conv 1) and a deep
(layer 4, conv 7) convolutional layer. Qualitatively, this yielded radically different sorts of invariances
(Fig[3h). Stretching in the pixel-space produced luminance and contrast changes; stretching mid-level
representations affected texture and color; stretching high-level representations produced abstract
variations like viewpoint changes or multiple object instances. The same qualitative differences
were observed when SnS was used to produce invariant images for 77 readout units of a standard
ResNet-50 (Fig[3p), although, in this case, the images appeared to be less interpretable than those
obtained for the robust counterpart. Also, the images lacked the high-frequency patterns that are
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Figure 3: SnS discovers layer-specific invariances. (a) Example MEI and associated invariant
images obtained for a readout neuron (‘“cup”) in robust ResNet-50 and computed for three different
choices of the stretching representational stages (rows). Multiple results are shown for different
random initialization seeds (columns) (b) Same as (a) but for a standard ResNet-50. (¢) Accuracy of
a SVC in discriminating the three classes of invariant images produced by stretching pixel-, mid-, and
high-level representations as a function of the number of principal components fed to the classifier.

typically found in the MEIs of the units of standard networks [41], suggesting that the SnS generator
strongly regularizes the image search towards natural statistics.

To quantify these observations, we applied PCA to the invariant images yielded by SnS. We then
used the first k principal components as feature vectors to train an SVC to classify the invariant
images according to the layer where the SnS stretching was applied. As shown in Fig[3k, a few
components were enough to yield above chance performance (i.e., > 33.3% correct), and a few tens
of components guaranteed a discrimination accuracy virtually perfect for the standard network (red)
and above 80% correct for the robust one (green).

To characterize how the invariant images generated by stretching at a given processing stage were
represented across the network, we measured their Lo distance from their reference MEIs in the
representation provided by each layer of the network (Figl} this distance was normalized by the
mean, within-category distance of Imagenet images; see Section [3.3). By construction, invariant
images that were generated to be maximally different from the MEI in a specific layer had the
largest normalized distance in that layer, as compared to invariant images obtained by applying the
stretching in other layers. This distance consistently surpassed the one among multiple MEIs of the
same unit, demonstrating SnS’s efficacy in exploring larger spans of a unit’s invariance manifold, as
compared to searching multiple times for different MEIs. Interestingly, the representational distance
between the invariant images and their MEIs was preserved in the layers that were adjacent to the one
where the stretching was applied, revealing a clear hierarchical pattern. Stretching in the pixel-space
yielded invariant images that remained dissimilar from the MEIs in the first layers of the network;
stretching in mid and deep convolutional layers yielded images that were more different from the
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Figure 4: Representation of the invariant images across the feedforward hierarchy. (a) Normal-
ized average distance between the invariant images generated by SnS and their reference MEIs across
the different stages of a robust ResNet50. Different lines indicate the different stretching layers used
in the optimization (also reported in the x axis). The average distance between randomly selected
natural images from Imagenet (solid gray line) and the average distance between multiple MEIs
generated via XDREAM are reported for comparison. (b) Same as (a) for standardly trained network.
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Figure 5: Interpretability of the invariant images by humans and other networks. (a) Illustration
of the human classification task with the invariant images generated by SnS for standard and robust
networks. (b) Classification accuracies of humans (top; averaged across subjects and categories)
and AlexNet (bottom; averaged across categories) displayed for each experimental condition. (c)
Classification accuracies across multiple robust (left) and standard (right) networks. (d) Correlation
coefficient between average human performances and the performances of each observer model.

METIs in the central and final portion of the network. These hierarchical trends were sharper for the
standard network than the robust one, suggesting a smoother, more gradual processing of image
transformations.

Hierarchical invariances are robust to representation subsampling. To assess SnS’s applicability
to neuroscience, where only a small neuronal subpopulation is typically recorded from a visual area,
we generated the invariant images using heavily subsampled hidden layer representations. Both
qualitative inspection and representational distance analysis revealed that the resulting invariances
closely resembled those obtained using the full layer representation, supporting SnS’s potential for
neuroscience experiments (see Supplementary Material, Section D for further details).

4.3 Invariant images for robust and standard networks are perceptually different

We next evaluated how recognizable the invariant images generated by SnS were by humans and
other CNNs. Based on [[15], we hypothesized that the invariant images for the readout units of a
robust network would be more semantically coherent and recognizable than those of a standard
network. In our tests, invariant images for both kinds of networks were generated by stretching the
low- (pixel), mid- and high-level representations of the same set of natural images sampled from 12
different Imagenet categories (Fig[5h). Human subjects performed a 12 AFC classification task on
these invariant images, their references, and MEI controls (FigE}a, top; see Section @for a detailed
description). Invariant images from the robust network (all generation stages) were significantly
more recognizable by humans than their standard network counterparts (Fig[5p, top; p < 0.001,
Supplementary Material Table 1 ). Invariant images from the robust network were more recognizable
when stretching was applied to earlier-layer representations, with pixel-space stretching yielding
the highest discrimination accuracy. Interestingly, an opposite trend was observed for the standard
network: invariant images from a late layer were more recognizable than those from a middle layer or
from pixel space (p < 0.001 for each of the above comparisons: see Supplementary Material Table 1).

This classification task was replicated with various observer CNNs (both standard and robust). As
exemplified by the performances obtained for AlexNet (Fig[5h, bottom), the similarity with the
accuracy trends found in humans was remarkable (see Supplementary Material Table 1 ). More in
general, we found that the patterns of accuracy of the robust networks were very similar (Fig[k,
left) and highly correlated (Fig[5ld) with those of humans. Instead, in the case of the standard
networks, smaller models (AlexNet, VGG16, ResNet18) mirrored human behavior, while larger,
high-performing models (ResNet101, ConvNeXt-Base, RegNetX-16GF) showed no classification
difference between the invariant images obtained for the robust and standard ResNet50 (Fig[3k, right



and Fig[5d). Nevertheless, all the networks displayed, as humans did, opposing accuracy trends based
on the depth of ResNet50 where the stretching was applied: accuracy decreased across layers for
the invariant images generated for robust ResNet50, while it increased in the case of the images
generated for the standard ResNet50.

5 Discussion

We introduced Stretch-and-Squeeze, a novel, model-agnostic framework that reconceptualizes how we
probe invariance of visual representations. Instead of testing pre-defined transformations (e.g., affine)
or imposing strict representational identity (as with metamers [[15]]), SnS discovers the actual manifold
of transformations a unit tolerates by maximizing stimulus dissimilarity in a chosen representational
space while preserving as much as possible the unit’s activation. This exploration of functionally
equivalent, yet representationally distinct inputs allows SnS to map a broader, potentially more
“ecologically” relevant stretch of a unit’s response manifold and its boundaries. The hierarchical
application of SnS shows that CNN units in readout layers are not necessarily that robust to the
standard transformations (scaling, translation, etc) often applied to probe invariance [20, [11} [12} [13]]
(Fig.[2). Rather, they strongly tolerate image changes along radically different axes of abstraction
(Fig.[3): from low-level properties (e.g., luminance) to mid-level features (e.g., texture) and, finally,
to high-level semantic variations (e.g., object pose).

Our comparison of the invariant images generated for standard and robustly-trained ResNet50 extends
prior work on the topic [15] with an innovative characterization. The superior semantic coherence
and cross-system recognizability (by humans and other CNNs) of the invariances obtained for robust
networks strongly corroborates that adversarial training sculpts representations towards human-
aligned perceptual features [41, [18} |15]. More strikingly, standard networks revealed a complex
relationship between model capacity and the nature of perceived invariance (Fig[5t). While small
standard models often aligned with human judgments, larger, higher-performing standard models
demonstrated a surprising ability to recognize idiosyncratic invariances generated from other standard
networks, even when these were less understandable to humans or robust models. This is possibly
a result of the previously described tradeoff between accuracy and robustness [40]: a model highly
optimized for accuracy might learn more brittle invariances, leading to less robust representations.

Another interesting finding, consistent across all human and CNN observers, was the opposite trend
for the recognizability of the invariant images generated for the robust and the standard network as a
function of stretching depth (Fig[5k). This divergence may stem from fundamental differences in the
way these networks process and "digest" image variations, whose representation appears to be diluted
across wider stretches of adjacent layers in the robust architecture (see Fig4).

Finally, the model-agnostic and gradientless nature of SnS positions it as a powerful new tool for
neuroscience, particularly for systems where high-fidelity “digital twins” may be hard to develop. Our
demonstration of SnS’s efficacy with simulated sparse neural recordings directly addresses a critical
experimental constraint, paving the way for in vivo applications. This could lead to the discovery
of new, hierarchical invariances in biological visual systems, extending our understanding of visual
object representations in both primates [20} 30] and other species [42, 43} 44| 28], 145| 146, |47].

Limitations and broader impacts. While SnS has proven effective in uncovering novel, meaningful
invariances, its current evolutionary, model-agnostic implementation presents opportunities for
refinement and broader application. One avenue is to develop hybrid SnS variants that incorporate
gradient-based optimization where network differentiability is available. Such an approach could
potentially accelerate convergence or fine-tune the search, leveraging system-specific knowledge
while retaining model-agnostic capabilities for biological or other black-box targets. The hierarchical
invariance characterization we introduced could be significantly expanded. Future work should apply
SnS across a more diverse array of subject networks used for generation and “observer” networks for
evaluation, extending beyond CNNss to architectures with different inductive biases, such as Vision
Transformers. This would help determine the generality of the observed hierarchical patterns and how
architectural choices influence learned invariances. Furthermore, our finding that invariant images
of standard ResNet50 are better understood by larger, high-performing standard observer networks
warrants deeper investigation. Unraveling the mechanisms behind this phenomenon could shed light
on the complex interplay between model scale, feature learning, and generalization. Finally, while
SnS’ robustness to significant representational subsampling provides a strong foundation for its



neuroscientific applicability, the crucial next step is direct validation in biological systems. Future
research should focus on adapting SnS for in vivo experiments, addressing challenges such as neural
signal variability, and optimizing stimulus presentation within experimental constraints to truly bridge
the gap between computational characterization and biological understanding of invariance.
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Supplementary Material

A Additional details regarding computational experiments

A.1 Pseudocode for the SnS algorithm

Here we present the pseudo-code (Algorithm [I]) for the SnS algorithm. We used library implementa-
tions for the CMA-ES gradient-free optimizer [48]] and the Pareto front computation [49]. Importantly,
we introduce the following should_stop criteria for our experiments.

Optimizations were terminated by either reaching a maximum iteration limit (500) or satisfying an
early stopping rule derived from the target unit’s response statistics to a large dataset of natural images
(i.e., the full ImageNet train set, n ~ 1.2 million). In particular, given the vastness of the dataset,
we assumed that the activation elicited by the most effective image in the natural dataset (amax nat)
represented a conservative threshold for an 1mage to be considered invariant. On the other hand, the
activation from the least effective image (amln nat) TEPIesents a non-response level, functioning as
a threshold for an image to be considered adversarial. Therefore, when searching for adversarial
images termination was reached when a large fraction (i.e., > 90%) of the current population of
images elicited activations at or below a’ ;. .. thus leading to a non-responsive status. Conversely,
when looking for invariant images after initialization from random noise, it was terminated when a
large fraction (i.e., > 90%) of the populatlon of images yielded activations equal or above aﬂldx nats
thus reaching the desued high-activation regime.

Algorithm 1 SnS gradient-free optimization algorithm

Require: ¢ > Target network
Require: 1 > Image generator
T
K,

Require: 7" > 0 > Maximum number of iterations
Require: x,/ € {O ,depth(¢)}
Require: x..s € RC xW > Common choice iS e = X4
t e 0
ref «7T (wrefv o™ )
EO <~ N 0, Ulmt)
while ¢ § T and learly_stop do
x: =1 (&) > Compute new candidate stimuli
a™’ =T (z, qS"“f) > Measure activations in target layers r, /
ﬁgtretch - || a" — aref ||
[’ﬁqueeze —+ ” a - a
P < compute_pareto_front (ﬁt, L oteh> quueeze)
&1 < evolve (P, &) > Evolution strategy CMA-ES optimization
t+—t+1
early_stop < should_stop (a'ﬂ af)
end while

ref H

A.2 Experimental Hyperparameters

The generative model ) is instantiated as a pretrained deep neural network variant, specifically the
fc7 configuration from [32].

The CMA-ES optimizer is configured with the following hyperparameters:

* Initial Step Size (o(): 1.0
* Population Size: 50

The initial step size o¢ determines the covariance of the sampling distribution at the onset of
optimization, effectively controlling the exploration radius in the latent space.

The population size specifies the number of candidate solutions (i.e. codes) evaluated per iteration.
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Figure S1: SnS images fall into functionally relevant activation regimes. Distributions of readout
target unit activations (normalized by peak natural stimulus response) for SnS-generated images:
invariant (stretched at pixel, mid-, high-levels) and adversarial (pixel-space). Each distribution pulls
together all optimizations performed in that specific condition (n = 77 target neurons x 10 random
seeds = 770 experiments per condition). Comparison with natural image activations (same/different
category) confirms that SnS invariant images elicit strong target responses, while adversarial examples
achieve significant suppression.

Initial codes were randomly sampled from a Gaussian distribution A/(0, oyy;¢). The initial standard

deviation, oin, was set to 1/0.01 X E[|€f|], where E[|€.|] is the mean absolute value of the
reference code. For invariance experiments benchmarked against natural images, where direct
reference codes were unavailable, initial codes were drawn from a standard normal distribution

(N(0,1)).

A.3 Optmization Convergence

Although some optimizations terminated at maximum iterations (adversarial: 97.92% (robust),
93.12% (standard); invariant: 63.38%, 35.71%, 21.30% (robust: low_level, mid_level,
high_level); 86.75%, 32.60%, 5.84% (standard: low_level, mid_level, high_level)),
final populations consistently reached functionally relevant activation regimes. Most invariant images
achieved activations within the top 0.1% of natural image responses, being comparable or more
extreme than the readout activation of images of the same category encoded by the readout target unit
(Fig. . Adversarial examples drove activations to the lowest 15 percentile of the natural images,
thus significantly suppressing target unit activation w.r.t. average activation with a natural image.

A4 Computational Resources

All experiments reported in this work were executed on a Dell Precision 7960 Tower (Ubuntu 22.04.5
LTS) with the following configuration:

¢ CPU: Intel (R) Xeon(R) w5-3425 (24 cores, 48 threads);

¢ GPU: NVIDIA RTX A6000 (48 GB GDDR®6);

* System Memory: 128 GiB;

* Storage: 8.2 TB.
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The SnS source code is openly available in the GitHub repository at https://github.com/zoccolan-
lab/SnS. Moreover the experimental data is accessible via [S0].

B Additional details regarding human subjects experiment

Participants for the human experiment were recruited using the online Prolific platform under a
preexisting IRB protocol. Participants were compensated at an overall rate calibrated to $15 USD per
hour. To facilitate engagement with the task, compensation included a 1-cent bonus for each correct
trial, and participants were shown a green check after correct responses or a black “X” otherwise.
The typical bonus amount that participants would receive was overestimated based on pilot data. To
adjust for this discrepancy, after recruitment for the study was complete, participants were uniformly
provided with an additional bonus to bring compensation to the $15/hour level.

The main task was preceded by a screening phase, in which participants classified 24 natural images
(2 per category), and were allowed to proceed if they correctly classified > 1 image per category and
> 16 in total (maximum 3 attempts allowed per participant). Data from the screening phase were not
included in any analyses. Participants who did not pass the screening phase were compensated for
the time spent during the screening process.

The experiment posed minimal risks to participants. It is unlikely but conceivable that the brief
presentation of images and masks could be hazardous to a subset of individuals with photosensitive
epilepsy: out of an abundance of caution, a warning was shown in the description of the task on the
Prolific website to be viewed by participants before joining the study. The title and description of the
task on the Prolific website are reproduced as follows:

Title: Identify objects in photos, earn roughly $4.00 bonus for accurate responses
Description:

View 540 photos and identify the animal or other object in each photo. Earn a bonus for each
accurate response, typically around $4.00 USD in rotal (maximum $5.40).

PLEASE NOTE:

1. The task begins with a screening phase you must pass with a certain accuracy level before
starting the experiment proper. You may re-attempt the screening phase up to 2 times if you
wish, but you will only be compensated for a maximum of 5 minutes spent in the screening
phase.

2. Please avoid resizing the task window during the experiment, as this can break the task. It’s
best to maximize your browser window and get comfortable before starting.

WARNING: this task contains bright, rapidly flashing images: it is not suitable for individuals with
photosensitive epilepsy.

Please see Fig. [S2] for the additional in-task instructions provided to participants. The task was
implemented using the JsPsych library [51] and the JsPsychPsychophysics plugin [52].

B.1 Statistical Analysis for Classification Experiments

Analysis of data from classification experiments focused on identifying accuracy differences between
9 image types: natural images, MEI’s from robust and vanilla networks, and invariant images from 3
different layers for both network types. We fitted a generalized linear mixed model (GLMM) with a
logistic link function for binary correct vs. incorrect trial responses, including random intercepts for
participants and semantic image categories. In addition to data from human participants (Fig.5b, top),
we applied the same methodology to separately analyze AlexNet’s responses to the full complement
of 1080 images (see Section 3.4), but with GLMM random intercepts for semantic image categories
only (Fig.5b, bottom).

For both human participants and AlexNet, We used an omnibus test (type II Wald chi-square) to
assess overall differences among the 9 image types, followed by 8 planned contrasts via estimated
marginal means: (i) robust vs. vanilla MEIs, (ii) robust vs. vanilla invariant images averaged
across the 3 representation layers, and (iii-viii) within each network type, all 3 possible pairwise
comparisons between invariant types at different layers. Our analysis employed the Benjamini-
Hochberg procedure to control the false discovery rate under multiple comparisons [53]]. The results
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* Thank you for your joining our study! This task involves making judgements about pictures.

« To start a trial, press the white "+" button at the center of the screen.

Once the trial starts, a picture will be shown to you. Then, some choices will appear.

Your task is to click the choice which best describes the first image.

Making accurate choices will increase your bonus payout, but random guessing will lead to no bonus and to the task ending early.

= The experiment is about 40 minutes long. Please feel free to take breaks in between trials as needed.

Some trials may be extremely challenging or ambiguous. We cannot guarantee that it is possible to choose accurately in all cases.

= We reserve the right to end the experiment at any time.

If you encounter a bug (e.g., the task freezing), please contact us and let us know. You will be compensated for your time.

Data from your participation (e.g., which images you see, response times) may be included in publicly available datasets to support open

science.

Your personal information will remain confidential, though anonymized demographic information may be included in summary statistics.

If you wish, you may view our full consent form document here.

« By clicking "Continue,” you voluntarily agree to be a participant in our experiment and agree to all of the rules above.

Figure S2: Instructions shown to human participants. These instructions were shown to the
participants at the beginning of the task.

Table 1: Statistical results from omnibus test (type II Wald chi-square) and post-hoc pairwise
comparisons to test differences among stimulus types in the human/model image classification
experiments. All p values are adjusted using the Benjamini-Hochberg correction (separately for
humans and AlexNet), with significant values in bold.

Human subjects AlexNet
Comparison z-value p-value z-value p-value
Omnibus test (effect of stimulus type) <0.0001 <0.0001

Average Robust Stretch vs Average Standard Stretch  36.63 <0.0001 10.02 <0.0001

Robust layer4_conv7 vs Robust layer3_conv1 -4.94 <0.0001 1.06 0.39
Standard layer4_conv7 vs Standard layer3_convl -8.41 <0.0001 7.28 <0.0001
Robust layer4_conv7 vs Robust pixel space -9.52 <0.0001 -0.63 0.60
Standard layer4_conv7 vs Standard pixel space 7.49 <0.0001 5.44 <0.0001
Robust layer3_conv1 vs Robust pixel space -4.66 <0.0001 -1.68 0.15
Standard layer3_conv1 vs Standard pixel space -0.99 0.32 -2.43 0.030
Robust MEI vs Standard MEI 32.96 <0.0001 0.22 0.83

of the planned comparisons for both humans and AlexNet are provided in Table[I] Notably, the
analysis of human data included a larger number of data points overall: while each human only
viewed 540 images as opposed to the AlexNet’s 1080, there were 25 human participants responding
independently unlike the single response per image from AlexNet.

C SnS is effective in targeting units in hidden layers

Building upon our findings in Section 4.1, we extended the application of SnS to units within
hidden convolutional layers. Unlike output layer units tuned to predefined classes, hidden units are
hypothesized to function more analogously to biological visual neurons, responding to intermediate-
level features rather than complete objects. This makes them compelling targets for deciphering
learned internal representations.

To investigate this, we conducted SnS invariance experiments targeting 50 distinct units in both
layer3_convl and layer4_conv7 of the ResNet50 network, using pixel space as the input repre-
sentation. For each unit, we performed 10 optimization runs initiated with different random seeds. In
the standard network, SnS terminated by early stopping in 67.20% of runs at layer3_conv1 and
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Figure S3: SnS is effective with targets in hidden layers (a) Comparison of MEIs (top row) with
SnS-generated invariant images (bottom row) for a representative target unit in Layer3_conv1 of
robust ResNet50. SnS images, synthesized to be invariant in pixel space, were generated using the
green-highlighted MEI as a reference. Red rectangles identify the unit’s key responsive regions.
This comparison highlights SnS’s ability to distill the core visual features a unit detects, offering
clearer insight than MEIs alone. (b-d) The same SnS-based feature visualization approach (as in
(a) is applied to different representative target units: (b) Layer3_convl of a standard ResNet50; (c)
Layer4_conv7 of a robust ResNet50; and (d) Layer4_conv7 of a standard ResNet50. (e) Final
activation distributions for the target units from the SnS optimization in hidden layers. As in Fig. [ST}
convergence performance is compared to natural image statistics

27.40% at layer4_conv7; in the robust network, convergence was 87.80% and 89.40%, respec-
tively. Importantly, even in non-converging instances, the optimization process often guided the
input towards stimuli that elicited high unit activations, consistent with functionally relevant regimes
identified through natural image statistics on ImageNet (Fig. [S3g).

Qualitatively, the SnS-generated invariant images served as effective “feature visualizers.” This
was particularly insightful as the precise selectivity of these hidden units is unknown a priori. The
resulting visualizations clearly delineated the specific image features to which a target neuron was
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Figure S4: SnS invariance is robust to subsampling of the representation space (a) Example
MEI and associated invariant images obtained for a readout neuron (’candle”) in robust ResNet-50
stretching the mid_level layer (i.e. Layer3_conv1l). Each row represents examples for different levels
of subsampling: using the full layer (15¢ row), subsampled spaces of size n = 1000 and n = 100
(2@ and 3" rows respectively). Multiple results are shown for different random initialization
seeds (columns). (b) Normalized average distance between the invariant images generated by
SnS (stretching in Layer3_convl) and their reference MEIs across the different stages of a robust
ResNet50. Different lines indicate different cardinalities of units in the representation space used
for optimization (i.e. all, n = 1000 and n = 100). The average distance between multiple MEIs
generated via XDREAM is reported for comparison. (c-d) Same as (a) and (b) respectively, but
stretching was performed on robust ResNet-50 in the high_level layer (i.e. Layer4_conv7).

o

N
N
@

——— Layer3_conv1 all ===+ Layer3_convl n =100
2.00 — = Layer3_convl n = 1000 MEI

Euclidean distance relative
to same category variation
-

n
g

o

N
N
@

—— Layerd_conv7 all ++++ Layerd_conv7 n = 100
2.00 ~ = Layer4_conv7 n = 1000 MEI

Euclidean distance relative
to same category variation
"

o
3

most sensitive (region of interest (ROI)), effectively isolating these core features from irrelevant
contextual details (Fig. @-d (bottom rows)). This level of feature disentanglement and clarity
surpassed that observed in images optimized by methods like XDREAM [10], which often retain
more complex, less isolated visual elements (Fig. [S3p-d (top rows)). Moreover, by comparing the
reference image to multiple invariant instances (i.e. initialized with multiple random seeds), the
images revealed specific transformations the identified ROI could tolerate while preserving the unit’s
activation level, offering insights into the unit’s invariances (Fig. [S3p-d (bottom rows)).

D SnS is robust to subsampling of the representation space

SnS, as a gradientless and model-agnostic method, offers significant advantages for neuroscience
research, particularly in scenarios where constructing detailed “digital twin”” models (as described
in Section 2) is impractical. However, a critical challenge for applying SnS to study hierarchical
invariances in the brain is the inherent undersampling of representational spaces. Despite recent
advances in electrophysiology and calcium imaging enabling simultaneous recording from hundreds
or thousands of neurons [54, 55]], these recordings invariably capture only a fraction of the total
neural population within a given brain area.

To evaluate SnS’s performance under conditions analogous to experimental neuroscience, we inves-
tigated how subsampling the representational space impacts the qualitative nature and quantitative
characteristics (assessed via representational distance analysis) of the invariances identified by SnS.
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Specifically, we focused on the same 77 readout target units previously analyzed in Section 4.2. For
these units, we identified invariances after subsampling their corresponding representational spaces
(either layer3_convl or layer4_conv7 of the CNN) to either 1000 or 100 randomly selected
units. To ensure robustness, this process was repeated 10 times for each target unit and subsampling
condition, using different random selections of representational space units. As a reference, 1000
units represent 0.5% of the units in layer3_convl (n = 200704), while they constitute 4% of
layer4_conv7 (n = 25088).

Our findings indicate that SnS is robust to such undersampling. Qualitatively, the invariances identified
using subsampled spaces were comparable in their level of abstraction to those found using the full
representational layer (Fig[S4h and c). This suggests that the SnS optimization process effectively
identified relevant axes of image variation even with reduced unit information. This qualitative
observation was corroborated by quantitative representation distance analysis (Fig. [S4p and d), which
demonstrated a strong alignment in the progression of invariance discovery between analyses using
full and subsampled layers. These results highlight SnS’s potential for reliably characterizing neural
invariances even when constrained by the partial observations typical of in vivo recordings.

A plausible explanation for this robustness to subsampling lies in the inherent representational
redundancy present in both biological neural circuits and artificial neural networks. In biological
systems, information is often encoded in a distributed manner across populations [56] [S7], where
multiple neurons may carry similar or overlapping information, contributing to robustness against
noise and cell loss [S8]. Similarly, deep neural networks, including CNNs, have been shown to learn
redundant features or possess over-parameterization, where multiple units or weights contribute to
similar computations [59]. Consequently, a sufficiently large and representative subsample of units
can still capture the dominant computational characteristics and drive the overall representation into
similar regimes as the full layer, explaining the observed consistency in identified invariances.
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